The Principle of Least Effort and diachronic lexical change

“The magnitude of words tends...to stand in an inverse...relationship to the number of occurrences.” This is the Principle of Least Effort, or PLE (Zipf, 1935). This inverse relationship between word length and frequency has since been observed in a range of natural languages (Sigurd et al., 2004; Piantadosi et al., 2011; Ferrer-i Cancho and Hernández-Fernández, 2013), and possibly also animal communication systems (Ferrer-i Cancho et al., 2013) and computer programming languages (Ellis and Hitchcock, 1986).

A closely related principle, Uniform Information Density (UID), states that word length is inversely proportional to its probability in context, rather than overall probability in a corpus (Levy and Jaeger, 2007); i.e., word length is proportional to its information content, where information content is measured as the \(-\log\) probability-in-context of a word. Like the PLE, UID is observed in a range of languages (Piantadosi et al., 2011). Moreover, there is evidence it applies beyond orthographic word length, modulating the use of English complementisers (Jaeger, 2010), morphological inflection (Fedzechkina et al., 2012) and derivation (Mahowald et al., 2013), and phonetic reduction (Gahl and Garnsey, 2004).

Given the spectrum of communication systems that exhibit the PLE and UID, we ask: what causes these systems to align utterance length and probability in these ways? It is clear these principles optimise communicative efficiency. Specifically, PLE ensures that the maximum information is transmitted in the minimum utterance length, while avoiding ambiguity. UID ensures that the maximum information is communicated through a noisy channel. Thus, the explanation may be that languages evolve under a pressure for communicative efficiency; as the average predictability of a word changes over time, speakers adjust its length accordingly, with a bias for aligning shorter words with more predictable meanings and vice-versa (Zipf, 1935; Mahowald et al., 2013). However, an alternative explanation (hypothesis 2) states that PLE and UID may be default states that have nothing to do with optimisation by speakers, since even randomly generated ‘languages’ display these relationships (Moscoso Del Prado Martin, 2013; Ferrer-i Cancho and Moscoso del Prado Martin, 2012).

If the mechanisms explaining PLE and UID can be traced to a speaker bias for efficiency, as hypothesis 1 states, then we should observe the predicted diachronic effect. However, prior work is based solely on synchronic data. We conduct the first investigation of this hypothesis using a diachronic dataset, the Google Books N-grams corpus. Using synonymous or near-synonymous word pairs differing in length, e.g. derivationally-related clipped pairs such as ‘info’ and ‘information’, we find that, as a meaning becomes more frequent over time in the corpus, the relative frequency of the shorter form tends to increase, and vice-versa. This is predicted by hypothesis 1, but unexplained by hypothesis 2. Our results therefore suggest that speaker biases towards communicative efficiency do play a role in explaining the PLE.
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