
Max�Planck�Institut

f�ur Mathematik

in den Naturwissenschaften

Leipzig

Branched microstructures� scaling and

asymptotic self�similarity

by

Sergio Conti

Preprint no�� �� ����





Branched microstructures� scaling and asymptotic

self�similarity�

Sergio Conti

Max�Planck�Institute for Mathematics in the Sciences�

Inselstr� ������ D ����� Leipzig� Germany

June ��� ����

Abstract

We address some properties of a scalar �D model which has been proposed to describe
microstructure in martensitic phase transformations� consisting in minimizing the bulk
energy

I�u� �

Z l

�

Z h

�
u�x � �juyy j

where juyj � � a	e	 and u
�� �� � �	 Kohn and M�uller �R	 V	 Kohn and S	 M�uller�
Comm	 Pure and Appl	 Math	 ��� 
�� 
���
�� proved the existence of a minimizer for
� � �� and obtained bounds on the total energy which suggested self�similarity of the
minimizer	 Building upon their work� we derive a local upper bound on the energy and
on the minimizer itself� and show that the minimizer u is asymptotically self�similar� in
the sense that the sequence

uj
x� y� � ���j��u
�jx� ��j��y�


� � � � �� has a strongly converging subsequence in W ���	

� Introduction

Martensitic phase transitions lead to mixtures of distinct phases or phase variants with
characteristic �ne scale structures	 An almost universal phenomenon is that of twinning�
whereby distinct variants of the martensite phase occur in long thin lamellae	 Some
gross features of the microstructure� such as the volume fractions and the direction
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of the domain walls� can be succesfully explained in terms of a comprimise between
elastic energy and some given boundary conditions� arising e	g	 from an interface with
underformed austenite� or with other grains in polycrystals� or with other materials	
This idea allows one to determine the large�scale behaviour of the material� and has been
analyzed by Khachaturyan� Roitburd and Shatalov ��� ��� �
� ��� ��� in a geometrically
linear framework� and by Ball and James ��� �� with a geometrically nonlinear approach	

However� elastic energy alone does not predict �ne�scale features such as the char�
acteristic length scale for twinning� which are mainly determined by surface energy	
Indeed� in a simple one�dimensional picture one �nds for the average twin width d the
scaling d � ����L���� where L is the length of the sample and � a material parameter

see e	g	 ��� �� 
� �� �� ��� ��� �
��	

Kohn and M�uller 
KM� have shown ���� ��� that� if the surface energy is small
and�or the austenite is much harder than the martensite the above one�dimensional
picture is incorrect� and the domains of the true minimizer branch near the interface	
Indeed� �ne twinning is preferred near the austenite� and a coarser one away from it	
The twin width at distance l from the interface is then d � ����l���� where � is another
material parameter	 The work of KM was based on a scalar variational model� which
neglected the wall width including only a wall energy proportional to the wall length� in
addition to the the elastic energy �see Eq	 
�	���	 In a di�erent setting� a similar domain
branching has been recently demonstrated for uniaxial ferromagnets by Choksi� Kohn
and Otto��� ��	

This paper addresses the limiting model introduced by KM for small surface energy

or in�nitely hard austenite�� which is presented in Section �	�	 The minimizers are
studied in some detail� obtaining a local bound on the minimizer and on its local energy

Section ��	 Using this result� one can then prove that any minimizer is asymptotically
self�similar around any point of the interface 
Section ��	 A brief account of the main
results has been given in ���	

��� Model

We consider the minimizers of the functional introduced in ���� by Kohn and M�uller�

Ilx�ly �u� �

Z lx

�

Z ly

�
u�x � �juyyjdxdy � 
�	��

where u is in the set of admissible functions

Alx�ly � fu �W ����
�� l� � 
�� ly���

juyj � � a�e��

uyy is a Radon measure with �nite massg� 
�	��

The function u represents a scalar deformation of a crystal� and can be thought of e	g	
as the relevant shear component of the deformation �its gradient 
ux� uy� then represents
the strain� and the relevant elastic constant is taken to be ��	 The two phases� uy � �
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and uy � ��� represent two martensite variants	 The width of the domain wall is zero�
and � is its energy per unit length	 The boundary conditions will be denoted by

u
�� y� � uL
y� u
x� �� � uB
x�

u
lx� y� � uR
y� u
x� ly� � uT 
x� �

�	��

we will always assume the they are compatible �i	e	 they join continuously at the corners�
uL
�� � uB
�� etc	� juT 
x� � uB
x�j � ly� ju�L�R�yj � � � otherwise� no u with �nite
energy exists�	 The planar interface with the austenite is represented by

uL
y� � u
�� y� � � � 
�	
�

We will also assume that the surface energy � is small enough� i	e	 that ly � �c��
���l

���
x �

where c� is a numerical constant speci�ed later	
An example of a candidate minimizer is depicted in Figure �	�	 The above model is

essentially geometric in nature� in the sense that the minimizer u is fully determined by
its value on one boundary 
e	g	 y � �� and by the position of the domain boundaries	

In ����� after proving existence of the minimizer� Kohn and M�uller considered the
problem with free uB�T�R boundary conditions and proved that

d��
���l���x ly � min I � d��

���l���x ly 
�	��

where d� and d� are numerical constants	 The proof of existence is essentially based on
the following compactness result� which we will need in Section ��

Lemma � �compactness� Let � � R� be open and let uj � �� R be a sequence such
that uj � u in W ���
��� and such that ujyy lies in a compact subset of W����
��� Then

ujy � uy in L�
loc
�� 
�	��

Proof	 By compensated compactness applied to vj � 
ujx� u
j
y�� or see ���� for a self�

contained argument	
The upper bound of Eq	 
�	�� follows from Lemma � below� which uses the con�

struction proposed by Kohn and M�uller	 The proof of the lower bound is based on the
fact that� if jfyj � �� one has

Z �

�
f�dy � �

�

�Z �

�
jfyyjdy � �

���


�	��


see ���� for details�	
Let us now discuss qualitatively the behaviour of u� to understand the origin of

the l
���
x scaling in Eq	 
�	��	 Consider the x�dependent average twin width d
x� �

�ly�
R juyyjdy	 The average value of ju
x� y�j is also of order d
x�� since juyj � � 
see

Figure �	��	 Therefore the functional I�u� can be approximately rewritten as a functional
of d alone� in the form

I�u� � �I�d� � ly

Z lx

�
d�
x�� �

�

d
x�
dx 
�	��

�



Figure ���� �D plot of one function with �nite energy� The plotted function is the one used
in the construction below in the case of free boundary conditions�

with the condition d
�� � �	 Minimization of �I�d� gives d
x� 	 ����x���� i	e	

juj
x� y� � d
x� 	 ����x��� 
�	��

and

I�u� � �I�d� 	 ����l���x ly � 
�	���

These equations indicate that the boundary condition uL � � forces the twin width d to
vanish for x � �� whereas the surface energy term favours large values of d at �nite x	
The x��� scaling arises from a balance between elastic and surface energy� with elastic
energy favouring slow variation of d	 For the shape of the minimizers� these results
already indicate that with decreasing x� as the number of twins increases� branching
must occur	 Further� one can see that the functional �I�d� and the minimizing d
x� are
unchanged under the mapping d
x� � ����d
�x�� for any �	 In terms of the original u�
this mapping reads

u
x� y�� �����u
�x� ����y� � 
�	���

Whereas these estimates have no mathematical rigour� the results of KM show that
at least Eq	 
�	��� holds for the total energy of the true minimizer	 In the following�
rigorous versions of all the mentioned scalings are formulated and proved 
see Theorem
� in Section � and Theorem � in Section ��	

� Local bounds

This Section aims at understanding quantitatively the estimates of Eqs	 
�	�� and 
�	���
for the scaling of the minimizer u and of its local energy	 The result by KM of equation

�



Figure ���� Schematic representation of the meaning of d�x� �see Eqs� �	�
�	�	���


�	�� by itself does not prove anything about the local behaviour of a minimizer in a
small region near the interface� it only bounds the total energy	 We intend to prove
a local bound with the same scaling � i	e	� we prove that if we �x a minimizer� and
compute its energy in a small region of size l�x � l�y 
 lx � ly� the result again obeys a

bound of the form ����l�x
���l�y	 Furthermore� we prove that juj
x� y� � c����x���� which

implies that at distance x from the interface the twin width scales as ����x��� 
since
juyj � �� the maximum twin width at a given x is bounded by � sup juj at the same
x�	 With respect to the hypothesis of the KM theorem� we need to have additional
assumptions on the boundary conditions� which can be understood as saying that the
boundary conditions are no worse than the expected average behaviour of the minimizer	
Finally� let us mention that we cannot expect to get the scaling of Eq	 
�	��� for the
energy in a region of height h below the characteristic length scale of twinning� therefore

we assume ly � �c��
���l

���
x � and the same for l�y and l�x	 The main result is the following

Theorem � �local bounds� Let u be a minimizer of the problem de	ned in Sec� ���

on R � 
�� lx� � 
�� ly�� with boundary conditions uT � uB� uL� uR 
on the top� bottom�

left and right side respectively� satisfying uL � �� juRj � c�c��
���l

���
x � juT�B j
x� �

c�c��
���x���� juT�Bx j
x� � p�c���� x��������� Then�


i� for any 
x� y� � R�

ju
x� y�j � d��
���x��� � 
�	��


ii� for any R� � 
�� l� � 
�� h� � R with h � �c��
���l����

IR� �u� � d��
���l���h � 
�	��

�



Numerical values of the constants ci and di are given in De	nition � at the end of this

Section�

The proof� which is given in Section �	�� is composed by two main ingredients� �rst we
obtain� via an explicit construction� a bound on the energy of u inside any rectangle� in
terms of the boundary conditions on the four sides 
Section �	�� aiming to Proposition
��	 Then� we show with a �reverse�bootstrap� argument how a global bound implies the
desired local bound	

��� Explicit construction

This Section presents the basic construction� which is used to obtain a function with
small energy in a rectangle with four given boundary conditions	 The aim is to bound
the energy of the minimizer in any subrectangle	 The bound will of course depend on
the regularity of the boundary conditions� which in turn depend on the minimizer itself�
the next section will deal with the appropriate inductive procedure	

We start with the case of only two boundary conditions imposed 
on the left and
right sides of the rectangle�	 In Lemma � we consider the simple case where uL and
uR are piecewise linear with �� slopes� then in Lemma � we generalize to arbitrary
uL�R� obeying only juL�Ry j � �	 Then� Proposition � gives the �nal result of this Section�
including the uT�B boundary conditions	

In the following we will often use �linearized� functions	 Given the nature of the
set of admissible functions Alx�ly � it is clear that no linearization in y is possible within
Alx�ly � indeed� �linear� will always be referred only to the dependence on x� with y �
when present � kept �xed	 The linear interpolation between c
�� and c
a� is denoted by

c
���a�
l 
x�� or by cl
x� when there is no ambiguity	 It is also natural to subtract from the
functional I�u� the linear contribution which depends only on the boundary conditions�
and consider the modi�ed functional

I lR�u� �

Z
R

u� ul�

�
x � �juyyj � IR�u��

Z
R
u�lx � IR�u��

Z ly

�

�uL
y�� uR
y��
�

lx
� 
�	��

Lemma � �piecewise linear uL�R� Let the boundary conditions on the left and right

sides of the rectangle R � 
�� lx�� 
�� ly� be given functions uL
y� and uR
y�� piecewise
linear with slopes ��� For any partition of 
�� ly� in N intervals fy�� � � � � yNg 
y� � ��
yN � ly� which incorporates all discontinuity points of uRy and uLy� there is a function

u
x� y� such that

� u �W ���
R�� with juyj � � a�e��

� for every x � 
�� lx�� the number of discontinuity points of uy
x� �� is no larger than

N � i�e�
R juyyjdy � �N �

� If h � maxi
yi � yi���� one hasZ
R

u� ul�

�
x �

�

�

h�ly
lx

� 
�	
�

�



Figure ���� Example of the construction for two piecewise linear boundary conditions used
in Lemma �� The � sub rectangles are delimited by dotted lines� The four thicker lines
represent the internal interfaces� Note that the x
axis is vertical in this �gure�

where ul is the linear interpolation between uL and uR�

�

ju� ulj � h

�
� 
�	��

Proof� The constructed function is depicted� for one particular choice of uR and uL� in
Figure �	�	 Consider a rectangle Ri � ��� lx�� �yi� yi	��	 If u

L
y � uRy in 
yi� yi	��� we can

take

u
x� y� � ul
x� y� � uL
y�
x

lx
� uR
y�

lx � x

lx

�	��

within Ri	 Otherwise� one has u
�� y� � uL
yi��
y�yi�� u
lx� y� � uR
yi�� 
y�yi� 
or
vice versa�	 Then� there exist two admissible u with a single jump in uy inside R 
along
either diagonal�	 Such u coincide with the linear interpolation on the top and bottom
sides of the rectangle� and have a jump in the derivative along a diagonal	 Consider for
de�niteness one of them� given by

u
x� y� �

���
��

x

lx
uR
yi� �

lx � x

lx
uL
yi�� 
y � yi�

y � yi
yi	� � yi

�
x

lx
x

lx
uR
yi	�� �

lx � x

lx
uL
yi	�� � 
y � yi	��

y � yi
yi	� � yi

�
x

lx


�	��

�



Direct integration gives

Z
Ri


u� ul�
�
x �

�

�


yi	� � yi�
�

lx
� 
�	��

and comparing with ul one gets 
�	��	
To evaluate the total number of jumps in uy� we start from one extremum 
e	g	

y � �� and show that to add each rectangle at most one jump is needed	 Indeed� if the
rectangle is of the �rst type� there is at most a single jump 
on the bottom side�	 If it is
of the second� one of the two choices for the diagonal gives no jump on the bottom� and
there is only one jump along the diagonal	 It follows that the total number of jumps is
no bigger than the total number of rectangles� i	e	 N 	

Lemma � �Arbitrary uL�R� Let the boundary conditions on the left and right sides of

the rectangle R � 
�� lx� � 
�� ly� be given� with juL�Ry j � � and ly � �c��
���l

���
x � Then�

there is an admissible u such thatZ
R

u� ul�

�
x � �juyyj � c�lyl

���
x ���� � ��lx 
�	��

and

ju� ulj � ����l���x � 
�	���

where ul � 
xuL
y� � 
lx � x�uR
y���lx denotes the global linear interpolation 
in x��

Remark� Lemma �	� of ����� which is based on a similar construction� states that for
all 	 � � there is a C� such that

Z
R

u� ul�

�
x � �juyy j � 	

Z
R
u�lx � C�lyl

���
x ���� � 
�	���

The present result is stronger� since it gives the case 	 � �� with C� � c�	
Proof	 To construct u� consider the geometric subdivision shown in Figure �	�	 The

subdivision points are

xi �

�
lx
�
�� �

��
jij
�

i � �

lx
�
��

jij i � �

�	���

where � � 
�� �� is to be speci�ed	 We shall focus our attention on the region x � lx���
the other one being symmetric	 For i � �� �� �� � � � � divide the segment fxig� 
�� ly� into
Ni � N��

jij equal parts 
N� is a large integer to be chosen later�� each of length hi �
ly�Ni	 Next� for each i choose a function �ui which agrees with the linear interpolation ul
at the points 
xi� khi� 
� � k � Ni�� which satis�es j�uiyj � � a	e� and with �uiy changing

sign at most once between two successive points 
this is possible� since juL�Ry j � ��	

�



Figure ���� Geometric subdivision used in the construction of Lemma �� The marked points
are those where �u � ul�

We apply then Lemma � to the region Ri � 
xi��� xi� � 
�� ly� 
i � �� �� � � � �� with
N � Ni �Ni�� �

�
�Ni� u

L � �ui��� uR � �ui� h � �hi� and obtain a function u such thatZ
Ri

juyyj � �Ni
xi � xi��� � 
�	���

Z
Ri


u� �uil�
�
x �

�

�

lyh
�
i

xi � xi��
� 
�	�
�

and ju � �uilj � hi� where �uil is the linear interpolation between �ui�� and �ui	 Since
j�uil � ulj � �hi� we get ju� ulj � �hi� which � with the choice done below for N� � gives
Eq	 
�	���	

Since u � �uil at x � xi and x � xi��� one hasZ
Ri


u� ul�
�
x �

Z
Ri


u� �uil�
�
x �

Z
Ri


ul � �uil�
�
x 
�	���

To estimate the last term we observe that both functions are linear in x� and by con�
struction they agree on all points selected above� i	e	 on three corners of each rectangle
of the form 
xi��� xi�� 
jhi� 
j � ��hi� 
j � � � � � Ni�	 Then� Lemma 
 below applied to
f � ul � �uil gives Z

Ri


ul � �uil�
�
x �

�

�

lyh
�
i

xi � xi��

�	���

�



In summary� one has

Z
Ri


u� ul�
�
x �

lyh
�
i

xi � xi��

�
�

�
�
�

�

�

�	���

It follows that for �� � � � 
��

X
i

Z
Ri


u� ul�
�
x �

��

�

l�y
lxN�

�


�


�� ��

� � ��

�	���

with Z
R
�juyyj � ��

X
i��


xi � xi����Ni � ��N�lx
�� �

�� ��

�	���

We now choose � � ���� and obtain the bound on the energy

Z

u� ul�

�
x � �juyyj � ��

N�
�

l�y
lx
� ��N��lx 
�	���

By choosing N� to be the smallest integer larger or equal to 
��������ly�
����l

����
x � we

�nally get the thesis� provided that

c� � �� � ����� � ��

c�

�	���

Lemma � Let f
x� y� be linear in x� f � � at 
�� ��� 
lx� ��� and 
lx� h�� with jfyj
x� �� �
� for x � � and x � lx� Then Z

���lx�����h�
f�x �

�

�

h�

lx
� 
�	���

Proof	 Z
���lx�����h�

f�x �
�

lx

Z h

�
�f
lx� y�� f
�� y��� dy 
�	���

For � � y � h��� the integrand is dominated by 

y��� for h�� � y � h it is dominated
by 
�h��	 The conclusion follows by direct integration	

The following lemma will be useful for the construction including the top and bottom
boundary conditions	

Lemma � Let v� �i� 
i be in W ���
��� l��� for � � i � n� such that �i � v � 
i at x � �
and x � l for any i� Let w � min �f
ig �max 
f�ig � v��� Then�
Z l

�

w � wl�

�
x �

Z l

�

v � vl�

�
x �

X
i

Z l

�

	

�i ��il�

�
x�f
i�vg � 

i � 
il�

�
x�f�i�vg




�	�
�

where �E denotes the characteristic function of the set E�

�	



Proof	 First we show that if h
x� � max
f
x�� g
x��� with h � g for both x � � and
x � l 
i	e	 hl � gl�� one hasZ l

�

h� hl�

�
x �

Z l

�

g � gl�

�
x �

Z l

�

f � fl�

�
x � 
f � g� 
�	���

Let A be the set where f � g	 In A� expanding 
h� hl�
�
x � �
f � fl�x � 
fl � gl�x�

� one
gets Z

A

h� hl�

�
x �

Z
A

	

f � fl�

�
x � 
fl � gl�

�
x � �
f � fl�x
fl � gl�x




�	���

Since 
fl � gl�x is a constant� and f � g on �A� in the last term one can replace f with
g	 Comparing with the expansion of �
g � fl�x � 
fl � gl�x�

�� one getsZ
A

h� hl�

�
x �

Z
A

	

f � fl�

�
x � 
g � gl�

�
x � 
g � fl�

�
x




�	���

which immediately gives 
�	���	 The same is clearly true if one replaces max with
min	 Further� one can have multiple max and min� with the sole condition that the
linearization of the whole function coincides with the linearization of the �rst one of the
starting functions	 This gives 
�	�
�	

Proposition � �Construction with four boundary conditions� Let the boundary
conditions on the four sides of the rectangle R � 
�� lx� � 
�� ly�� uT � uB� uL� uR 
top�

bottom� left and right respectively�� be given� with ly � �c��
���l

���
x � Then there is an

admissible u such thatZ
R

u� ul�

�
x �

Z
R
�juyyj � 


Z 	

uT � uTl �

�
x � 
uB � uBl �

�
x



� c�lyl

���
x ���� � 
lx�


�	���

where 
 � supx juT�B j� supy juL�Rj� ����l
���
x �

Proof	 Let �u be the function constructed in Lemma �� and de�ne

u � max
uB � y� uT � 
ly � y��min
uB � y� uT � 
ly � y�� �u�� 
�	���


see Figure �	� for an illustration of this construction�	 Since at most two new interfaces
are generated� the surface energy increases by at most 
�lx	 As results from Figure �	��
�u � uB � y for y � y�
x� � supy juB
x� � �u
x� y�j� and analogously �u � uT � 
ly � y�

for ly � y � y�
x� � supy juT 
x� � �u
x� y�j	 Since j�u � ulj � ����l
���
x � and ul is an

interpolation between uL and uR� one has

juB�T �
x�� �u
x� y�j � sup juB�T �
x�� uL�R�
y�j� ����l���x 
�	���

where the sup is taken over y and over the pair of indexes L
R�� B
T �	 Therefore the
width of the strips where �u is modi�ed is less than 
 
as de�ned in the statement of
this proposition�� and u � �u for 
 � y � ly � 
	 The elastic energy increase in the two
strips y � 
 and y � ly � 
 is �nally estimated from Lemma �� obtaining the thesis	

��



Figure ���� Sketch of the construction used in Proposition 	� for �xed x� The function �u �see
Eq� ������� is modi�ed in order to comply to the boundary conditions uT and uB� The new
function u agrees with uB � y for small y� with �u in the central area� and with uT � �ly � y�
for large y�

��� Proof of Theorem �

Before we give a detailed proof of let us outline the main ideas	 The proof is based on
the fact that u is a local minimizer 
i	e	 a minimizer with respect to its own boundary
conditions� therefore its local energy is bounded by Proposition �	 It is therefore natural
to consider the energy as a function of the domain� and to subtract the linear term�
leading to the following

De�nition � Let u be a minimizer in a given rectangle R � 
�� lx� � 
�� ly�� For all

subrectangles R� � 
�� l� � 
a� h� a� h� � R� we de	ne

�u
l� a� h� �

Z l

�

Z a	h

a�h

u� ul�

�
x � �juyyj 
�	���

where ul is the linearization in x� in the interval 
�� l��

Note that � is the same as I l�u� as de�ned in 
�	�� except that I l is seen as a functional
on u with a �xed domain� whereas � is seen as a function of the domain with �xed u	

Consider �rst l to be �xed� and consider the statement of Proposition � for all h	 In
the case of the total rectangle R the boundary term is controlled by hypothesis� and for
smaller rectangles we use the estimateZ l

�

	

uT � uTl �

�
x � 
uB � uBl �

�
x


 � d

dh
�u
l� a� h� 
�	���

�in di�erentiating Eq	 
�	��� only the integration domain changes�	 This leads to a
di�erential inequality of the form

�u
h� � 

d�u
dh

� �c�hl
���
x ���� 
�	���

��




the factor � comes from the fact that the height is �h� with a boundary condition at large
h 
entire rectangle�	 Assume for now that one can show that 
 � h��	 Qualitatively�
Eq	 
�	��� says that either �
h� is small� or it is rapidly decreasing with decreasing
h 
i	e	 has a big derivative�	 This allows one to obtain an estimate at small h from
the given result at large h	 A precise statement is given in Lemma �	 Note that one
only needs to estimate 

h� given the estimate of �u
h� for the same h	 The relevant
relation between sup juj 
which is strictly related to 
� and �u is given in Lemma �	
This concludes the argument for �xed l and a	 The same argument can be applied to
the derivative with respect to a 
see below�� obtaining the thesis for all a and h at �xed
l	

Estimates for smaller l are obtained by induction� the above result on sup juj allows
one to control the boundary conditions on a smaller rectangle 
�� �l�� 
�� ly�� etc	

We now present the lemmas mentioned above� then give the full argument for the
part of the proof for �xed l in Proposition �� and �nally conclude with the inductive
step	

Lemma 	 �Di
erential inequality� Suppose that for t� � t � t� one has

f
t� � t

�
a
t�

df
t�

dt
� b

�
� 
�	�
�

and suppose that there are constants � � � and k � b�
� � �� such that� for each

t � �t�� t��� f
t� � kt implies a
t� � �� It follows that if f
t�� � kt�� then f
t� � kt for
all t � �t�� t���

Proof	 Let h
t� � f
t�� kt	 Since h
t�� � �� if the thesis is false there is a t� � �t�� t��
such that h
t�� � �� h�
t�� � � 
this is de�ned as the largest t� such that h
t�� � ��	 It
follows

kt� � �kt� � bt� 
�	���

which gives the contradiction k � b�
�� ��	
The following three lemmas deal with estimates of juj given an estimate for the

energy	

Lemma � If juyj � �� then

Z ly

�
u� � min

�
�

��

sup juj��� �

�

�
l�y

�

�	���

Proof	 Let s � juj
y�� � sup juj	 Then� in the set A � 
y� � s��� y� � s��� 
 
�� ly� one
has juj
y� � s � �jy � y�j	 Direct integration� separately in the two cases s � �ly and
s � �ly� leads to the conclusion	

��



Lemma � Let x� � �x�� with � � � � �� and let �� �
R ly
�

R x�
� 
u� ul�

�
x� If

�� � �

�

l�y
x�


�	���

it follows that

sup
��y�ly

ju
x�� y�j � � sup
��y�ly

ju
x�� y�j� 
��
� � ���x����
��� � 
�	���

Proof	 Let �
y� � u
x�� y�� �u
x�� y�	 Since

Z x�

�

u� ul�

�
x �

�
y��

x�
�

�
y��

x� � x�
�

��

x��
�� ��

�	���

we get

Z
�� � x��
� � ���� 
�	
��

Since jd��dyj � � � �� we can apply Lemma � to �� from Eqs	 
�	��� and 
�	
�� we see
that

R
�� � l�y��� hence

j�
y�j �
�
�
� � ��

Z
��

����
� ���
�� ���x����

��� � 
�	
��

the conclusion follows via the triangular inequality	

Lemma � �Estimate of sup juj� If� for a given h � c��
���l

���
x � one has

sup
y��a�h�a	h�

ju
lx� y�j � c�h � 
�	
��

and

�u
lx� a� h� � 
c�hl
���
x ���� 
�	
��

then� in 
�� lx�� 
a� h� a� h��

juj � c�h 
�	

�

Proof	 Use Lemma �� and c� � c� � 
�c��c
�
��

��� ��
� � �� � ��
 for all � � ��� ���	 The
condition of Eq	 
�	��� is satis�ed� provided that c� � �c��� which is always the case for
large enough c� 
see De�nition ��	

We are now ready to complete the �rst part of the proof of Theorem �� i	e	 the case
where l is �xed	 The following Proposition gives this result� and Lemma �� will then
give the hypothesis needed for the inductive step	

��



Proposition � Let u be a minimizer in a rectangle R� with boundary conditions satis�

fying uL � �� juRj � c�c��
���l

���
x � juT�B
x�j � c�c��

���x����

Z lx

�

uT � uTl �

�
x � �c�l

���
x ���� � 
�	
��

and

Z lx

�

uB � uBl �

�
x � �c�l

���
x ����� 
�	
��

Then� for all intervals 
a� h� a� h� � 
�� ly� with h � c��
���l

���
x �

�u
lx� a� h� � 
c�hl
���
x ���� � 
�	
��

and for all 
x� y� � R�

ju
x� y�j � c�c��
���l���x � 
�	
��

Proof	 The proof is based on Proposition �	 First consider the case a � h � ly��	
The hypothesis on the boundary conditions� using the constraint on the domain ly �
�c��

���l
���
x � give for the quantity 
 de�ned in Proposition ��


 � �c�c� � c�c� � �� ����l���x � �



ly � 
�	
��

since c� � c� � ��c� � ���	 Then� from Proposition �� using Eqs	 
�	
���	
��� we get

�u
lx� ly��� ly��� �
�



ly
c�l

���
x ���� � c�lyl

���
x ���� � �c�lyl

���
x ���� 
�	���

which implies the thesis in this case	 Now� consider the case a � h � ly�� 
the interval
is here 
�� �h��	 The condition on uT is obtained from the relation

Z lx

�
�u
x� y�� ul
x� y��

�
x dx �

�

�

d�u
lx� h� h�

dh






h�y��

� 
�	���

Using the estimate juj � c�h from Lemma �� as well as the initial boundary conditions�
we get 
 � h��� and then Proposition � gives

�u
lx� h� h�
�

�
h

�
�c�l

���
x ���� �

�

�

d�u
dh

�
� �c�hl

���
x ���� � �



h
d�u
dh

� �c�hl
���
x ���� � 
�	���

Now apply Lemma �� with t � h� � � ��
� t� � ly��� t� � c��
���l

���
x � and k �


c�hl
���
x ����	 This gives the thesis for all rectangles of the form 
�� lx� � 
�� �h�	 By

symmetry� the same argument gives the thesis for all rectangles of the form 
�� lx� �

ly � �h� ly�	

��



Consider �nally a generic interval 
a�h� a�h� � 
�� ly�	 For de�niteness� assume that
a � ly�� 
the other case is identical�	 We �x a� and observe that the previous result
gives a bound on �u
lx� a� a�� which will serve as initial condition for the di�erential
inequality	 For h � a Lemma � still gives 
 � h��� and since

d�u
lx� a� h�

dh
�

Z lx

�

u� ul�

�
x
x� a� h� � 
u� ul�

�
x
x� a� h�dx 
�	���

Proposition � in this case gives

�u
lx� a� h� � �

�
h
d�u
dh

� �c�hl
���
x ���� � 
�	�
�

The thesis follows again from Lemma �� with t � h� � � ���� t� � a� t� � c��
���l

���
x �

and k � 
c�	

Lemma �
 Under the hypothesis of Prop� �� one has

sup
y
ju
�lx� y�j � c�c��

���
�lx�
��� � 
�	���

where � � ����

Proof	 We �rst derive the result for any � � 
�� ��� for large enough c�� and then
specialize to � � ���	 Consider a rectangle of the form 
a�� h�� a��h�� containing the

point where the sup is reached� with h� � c��
���l

���
x 	 Then� Lemma � and the result for

� of Prop	 � give the result� provided that

�c�c� � 
���
� � ���c�c��
��� � c�c��

��� 
�	���

which is true for

c��c
�
�

c�
� ��
� � ���


�� �������
� 
�	���

which for � � ��� gives the condition c��c
�
� � ���c� 
see De�nition ��	 Other values of �

can also be used� provided that the constants are modi�ed accordingly	

Proof of Theorem �� Consider a sequence of rectangles Ri � 
�� �ilx�� 
�� ly� 
as
in the above Lemma� we deal speci�cally with � � ����	 The proof is done by induction
on i	 For i � �� x � 
�lx� lx�� y � 
�� ly�� Proposition � gives

juj
x� y� � c�c��
���l���x � 
c�c��

���x 
�	���

which is Eq	 
�	�� with d� � 
c�c�� and for 
a� a� h� � 
�� ly��

Z x

�

Z a	h

a
u�x � �juyyj � �u
lx� a� h��� h��� �

�

lx

Z a	h

a
u�
lx� y�dy 
�	���

� �c�hl
���
x ���� � c��c

�
��

���l���x h

��



which� since lx � �x� gives the upper bound of Eq	 
�	�� with d� � 
c� � �c��c
�
�	 This

concludes the proof for all x � 
�lx� lx�	 Finally� observe that Lemma �� gives the
hypothesis needed to apply the same reasoning to the next rectangle� and therefore the
inductive proof is completed	 It remains to show that the numerical constants can be
chosen so that all required relations between them are satis�ed	 This is done in the
following

De�nition � �Constants� The constants c�� c�� c� and c� are any positive numbers

which satisfy

c� � �� � ����� � ��

c�

�	���


from Lemma ���

c� � c� �

�
�c�
c��

����


�	���


from Lemma 
��

c� � c� �
�

c�
� �

�
� 
�	���


from Proposition ���

c��c
�
�

c�
� ��� 
�	���


from Lemma ����

For example� one can take c� � ��� c� � ����� c� � ������ c� � ����� the constants
entering Theorem � are then d� � ���� � 
c�c� and d� � ��� ��� � 
c� � �c��c

�
�	

In concluding the present Section we derive a bound on the local energy of u in
rectangles which do not contain the L border� i	e	 where the boundary condition uL � �
is lost	 Consider the restriction of a minimizer u obeying the hypothesis of Theorem ��
to a region D � 
x� l� x� � 
�� lx�� and de�ne

t
y� �

Z
D

u� ul�

�
x
x� y�dx � 
�	�
�

The next Proposition� which is based on the result of Proposition � for the local upper
bound on the energy in a domain with four arbitrary boundary conditions� allows one
to control the deviation of the local energy from the linear part	 The T and B boundary
conditions stated in the hypothesis of Theorem � give immediately

t
ly� �
Z
D

uTx �

� � �c�lx
�������� � �c�l

������� 
�	���


since l � x� and the same for l
��	 In the following we will need a weaker control of
t
��� t
ly�� but we are going to use that u obeys the bound of Eq	 
�	�� everywhere� to
control the 
 factor	 Our main result in this respect is the following

��



Proposition � For a given region D � 
x � l� x�� and for any integer n � �� if t
y���
t
y� � h� � �nc�l

�������� with h � 
nc��
���x���� then for all subsets B � 
a� a � d� �

A � 
y�� y� � h� with d � �nc��
���x��� one hasZ

B
t
y� �

Z
B�D

�juyy j � �nc�l
���
x ����d � 
�	���

where c� � �d� � ��

Proof	 By Proposition ��Z
A
t
y� �

Z
A�D

�juyyj � �c�l
�������h 
�	���

since 
 � 
�d� � ������x��� � h�
n	
Clearly

R
B � � � �

R
A � � � � therefore if d � h�n there is nothing to prove	 Otherwise�

divide A in n equal intervals� labelled Ai 
� � i � n�	 The set B is contained in two
consecutive ones� call them Ak and Ak	�	 If k � �� there is y � Ak�� such that

t
y� � n

h

Z
A
t
y� � �nc��

���l��� � 
�	���

If k � �� let y � y�	 Analogously� de�ne y� � Ak	�� or y
� � y� � h	 It is easily seen

that the hypothesis of the present proposition are satis�ed if the segment A is replaced
by A� � 
y� y��� and that �h�n � h� � jy� � yj � 
h�n	 Therefore in a �nite number of
steps one reaches the case h � nd� and the proof is complete	

Note that under the hypothesis of Theorem �� the present Proposition with n � �
implies that for any R� � 
x� l� x�� 
a� a� h� � R� with h � ��c��

���x���� one hasZ
R�


u� ul�
�
x � juyyj � ��c��

���l���h 
�	���

where only the constraint on h� and not the bound on the energy� depend on x	 Here�
ul refers to the local linearization� i	e	 within R�� the bound on the full energy includes
the additional term

R
R� u

�
lx � �h sup juj��l	

� Self�similarity

In this Section we show that the minimizers are asymptotically self�similar around any
point on the left boundary 
�� y��� as suggested by Eq	 
�	���	 Fix u� to be a minimizer
in a rectangle R� � 
�� lx�� 
�ly� ly�� satisfying the hypothesis of Theorem �� and for a
given sequence �j � �� and y� � 
�ly� ly� de�ne

uj
x� y� � �
����
j u�

�
�jx� y� � �

���
j 
y � y��

�
� 
�	��

Note that uj is� in general� de�ned on a domain bigger than R�	 To make the notation
easier� we restrict any uj to the largest symmetric rectangle of the form Rj � 
�� lx� �

��




�hj � hj� which is included in its domain	 For y� � �� one gets hj � y�� 
ly � y���
����
j 	

It is clear that hj � �� and that R� � Rj for all j	 Since we are in any case deal�
ing with subsequences� we can assume that �j is nonincreasing 
or� equivalently� hj is
nondecreasing�	

The results of Theorem � are invariant under the scaling of Equation 
�	��� and
therefore for any R� � 
�� l�� 
a� a� h� � Rj � with the usual condition h � �c��

���l����
we have

IR� �uj � � d�l
�������h 
�	��

and

jujj
x� y� � d��
���x��� 
�	��

for all j	 Since juyj � � it follows that fujg has a uniform bound in W ���
R��	 The
following Lemma collects all the direct consequences of these bounds	 Let R� � 
�� lx��
R	

Lemma �� Given the sequence de	ned in 
����� there is a subsequence �uj� and a func�

tion u � R� � R such that�


i� �uj is a local minimizer in Rj 
i�e� it minimizes IRj
with respect to its own boundary

conditions��


ii� for any k� �uj � u in W ���
Rk��


iii� for any k� the restriction of u to Rk is in the set of admissible functions ARk
�


iv� for any k� 
�uj�y � uy in L�
Rk��


v� for any k� �uj � u in L�
Rk��

We �rst construct a subsequence f�ukg and a function u � R� � R such that for any j�
�uk � u inW ���
Rj� 
uk is de�ned in Rj for k � j�	 Fix k	 Since the sequence is bounded
inW ���
Rk� there is a subsequence that weakly converges to some u�k� � Rk � R	 Then
consider k��	 Within the previously de�ned subsequence� extract a further subsequence
that weakly converges to u�k	�� � Rk	� � R	 Note that� within the common part of
the domain 
i	e	 Rk�� u

�k� � u�k	��	 The sequence �uk is then the diagonal subsequence
obtained from this procedure� and the limit u is de�ned� for all k� in Rk by u�k�	 �In
general� �uk is de�ned on Rjk � with jk � k	 By the monotonicity of hj � Rk � Rjk � and in
the following we consider only its restriction to Rk	� This concludes the proof of points

i� and 
ii�	

The compactness result of Lemma � gives then points 
iii� and 
iv�	
It remains to prove point 
v�� i	e	 that �uk converges strongly in L�	 Let aj
x� y� �

�uj
x� y� � u
x� y� and bj
x� �
R hk
�hk

a�jdy	 Since j
aj�yj � �� by Lemma � we only need
to show that bj � � uniformly in x	 First� note that bj is uniformly Lipschitz	 This

��



follows from the estimate

jbj
x��� bj
x��j � � sup jaj j
Z

dyjaj
x�� y�� aj
x�� y�j

� � sup jaj jjx� � x�j
Z

dy

Z x�

x�


aj�
�
xdx 
�	
�

since both jaj j and the last integral have a uniform bound by Theorem �	 But we know
that bj � � in L� 
this is equivalent to L� convergence of uj� which follows from weak
W ��� convergence�� and therefore bj � � in L�	 This concludes the proof of the Lemma	

The proof of self�similarity is based on an explicit construction� whose basic ingredi�
ents are given in Lemmas ��� �� and �
 below	 The outcome of the construction is the
following

Proposition � Let u and v be two admissible functions satisfying the bounds of The�

orem � and Proposition �� de	ned in a region containing the rectangle R � 
�� lx� �

�h� h�� with h � �c��

���l
���
x and s � supR ju� vj � l�x� Then� if v is a local minimizer�

one has

IR�v� � IR�u� �
�

�
Ay � CA���

x � CAx � Cs��� 
�	��

where C depends only on lx and �� and

Ax �
d

dh

Z h

�h

Z lx

�

u� v��xdxdy � Ay �

d

dh

Z h

�h

Z lx

�

u� v��ydxdy � 
�	��

Proof	 The proof is done by explicitly constructing a function �u so that it equals u in
the interior part of R� except for a thin boundary region� and �u � v on the boundary
of R� and comparing its energy with that of v	 First apply Lemma �
 below to the two

regions 
�� lx�� 
h� �ly� h� and 
�� lx�� 
�h��h��ly�� with ly � c��
���l

���
x 	 This gives

a function �u such that �u � v for y � �h� �u � u for jyj � h� �ly� with energy bounded
by

IRh
��u� � IRh

�u� � c

Ax�
���l���x ����ly � �Axly � 
�	��

Now consider a narrow region R� � 
lx � l�� � 
�h� h�� with l� to be chosen later� and
apply Lemma ��� with u� � v and u� � �u	 The energy of v is in this region bounded
by Eq	 
�	���	 We therefore obtain a function �u such that

IRh
��u� � IRh

�u� � c
A
���
x ����l���x ly � �Axly �

�hs�

l�
� 
�l� � �

hs

l
d��

���l���x � ��c��
���l

���
�


�	��

with �u � v along the entire boundary of Rh	 It follows that

IRh
�v� � IRh

��u� �
�

�
Ay 
�	��

�	



where the last term corresponds to the surface energy cost of the matching� and is
bounded by 
�lx	

By choosing l� � s��� we can see that all terms after the �rst two in the RHS of Eq	

�	�� are in�nitesimal� and since s is uniformly bounded by lx their sum is controlled by
Cs���� with C depending on lx and � only	 This gives the thesis	

We are now ready to state the main result of this Section�

Theorem � �self�similarity� Given a minimizer u�� and a sequence �j � �� the se�

quence

uj
x� y� � �
����
j u�

�
�jx� y� � �

���
j 
y � y��

�

�	���

has a strongly converging 
in W ���
R�� subsequence� uj � u�� The limit u� is a local

minimizer� and I�u�� � lim I�uj ��

Proof	 We start from the subsequence f�ujg obtained in Lemma ��� and take a further
subsequence� that we will denote again by fujg� such that

ju� uj j � l
���
x

j

�	���

and Z
Rj


uj � u��y �
�

j
� 
�	���

Since hj � �� we can safely assume hj � ��
�d� � �� 
this will be needed to apply
Proposition ��	

In order to obtain a bound on
R
R
ruk �ru�� 
for k � j� from the result of Propo�

sition 
� we write
Z
Rh


ruk �ru�� �
Z
Rh


uky � uy�
� � IRh

�uk�� IRh
�u�� bk
h� � 
�	���

where

bk
h� �

Z h

�h

Z lx

�
�ux
u

k
x � ux� � �
jukyyj � juyyj�dxdy � 
�	�
�

Consider the limit of bk
h� for k � �� with j �xed	 The �rst term converges to zero�
because of weak convergence of ukx	 The second term has a nonnegative lim inf� because it
is lower semicontinuous	 Hence the sequence fk
h� � min
�� bk
h�� converges pointwise
to �� and therefore in measure	 Let kj and �� � 
�hj��� hj�� �� � 
hj��� �hj��� be such
that j����j � hj��� and

bkj 
h� � fkj 
h� � �
�

j

�	���

��



for h � ����	 In the following we denote kj simply by k	

Now de�ne A
�k�
x 
h� and A

�k�
y 
h� as in Eq	 
�	��	 Since by Theorem �

R hj
� A

�k�
x 
h� �

�d�l
���
x ����hj � we can �nd h��� � �� such that

A�k�
x 
h���� � ��d�l

���
x ���� 
�	���

which is a bound depending only on lx� not on k	
From Proposition 
� applied to the domain R� � 
�� lx�� 
�h���� h���� with v � ukj �

and using the bound Ay � �lx� we get

IR� �ukj �� IR� �u� � C 
�	���

where C depends only on lx and �	 Combining this with Eqs	 
�	��� and 
�	��� we get

Z lx

�

Z h���

�h���

ruk �ru�� � C �

�

j
� C � � � 
�	���

This implies that we can choose h��� � �� such that

Ax
h
���� �Ay
h

���� �
d

dh

Z h

�h

ruk �ru��






h�h���

� �C � ��

hj

�	���

which is in�nitesimal for j � �	 From Proposition 
 applied to the domain R�� �

�� lx�� 
�h���� h����� we have

IR�� �ukj �� IR�� �u� � �j 
�	���

with �j � C �
h
����
j � j����� in�nitesimal	 Using 
�	���� we �nally obtain

Z
R

ruk �ru�� �

Z
R��


ruk �ru�� � �j �
�

j

�	���

which proves that ukj � u strongly in W ���
R�	
It remains to be shown that IR�u� � lim IR�ukj �	 De�ne� in analogy with 
�	�
��

ck
h� � IRhnR�uk�� IRhnR�u� � 
�	���

Again� it is clear that lim inf ck
h� � � for all h� therefore min
�� ck
h�� converges in
measure� i	e	 we can �nd ��� � �� such that j���j � hj�� and

ck
h� � ��k 
�	���

for all h � ���� with �k � �	 Then� by choosing h��� � ��� as above� we get

IR��� �ukj �� IR��� �u� � �kj 
�	�
�

��



with �kj in�nitesimal and R��� � 
�� lx�� 
�h���� h����	 We �nally conclude that

IR�ukj �� IR�u� � �kj � �kj 
�	���

which implies that lim sup IR�ukj � � IR�u�	 Combining this with lower semicontinuity
we get the thesis	 With similar arguments one then proves that u is a local minimizer	
This concludes the proof of Theorem �	

The next lemmas deal with the construction which we used in the proof of Proposition

� to match the limiting u to a function uj across the boundary of some rectangle Rk	
We �rst consider the matching on the R boundary 
Lemmas �� and ��� and then the
T boundary 
Lemma �
�	

Lemma �� Assume u� and u� are two admissible functions on a rectangle R � 
�� l��

�� h�� and let u � max
u�� u��� Then�

Z
u�x �

Z

u� � u�l�

�
x �

Z
u��x �


hs�

l
�

hs

l
sup
R
ju���j � 
�	���

where s � sup ju� � u�j� andZ
juyyj �

Z
ju�yyj�

Z
ju�yyj� ��l � 
�	���

Proof	 Since Z

u� ul�

�
x �

Z

u� � ul�

�
x � 
u� � ul�

�
x 
�	���

using ju�����l � ulj � s�
R

ul� u�l�

�
x � �hs��l� j R u��lx� u�lxj � 
hs sup ju���j�l we get the

�rst part of the thesis	 The result for the surface energy follows from the fact that for
any �xed x� the set J��� of jumps in uy � max
u�� u��y is composed by some points of
the sets J� 
J�� where u�y 
u�y� jumps� plus points where u� crosses u� 
in the 
y� u�
plane�	 Given the constraints ju�yj � ju�yj � �� the latter are at most one plus the
number of points in 
J� � J�� n J���� from which the conclusion follows	

Lemma �� Assume u� and u� are two admissible functions on a rectangle R � 
�� l��

�� h� with

ju� � u�j � s 
�	���

on R� and that u� � u� on T and B� Then there is a function u such that u � u� � u�
on T and B� u � u� on L� u � u� on R� with energy

IR�u� � �I lR�u�� � IR�u�� � �
hs�

l
� 
�l � �

hs

l
sup
R
ju���j 
�	���

where I lR�u� was de	ned in 
�����

��



Proof	 The function u is

u
x� y� � min
h
u� � s

x

l
�max

�
u� � s

x

l
� u�

�i
� 
�	���

On the T� B and R boundaries u � u�	 On the L boundary u � u�� since min
f�max
f� g�� �
f 	 The result follows from Lemma ��� since

I lR

h
u� s

x

l

i
� I lR�u� � 
�	���

Figure ���� Subdivision of the rectangle used in Lemma 	��

Lemma �� Consider a box R � 
�� lx� � 
�ly� ly�� an admissible function u obeying

the bounds of Theorem �� and an additional �top� boundary condition uT such that

uT 
�� � u
�� ly� � �� with ly � c��
���l

���
x 
we need c� � max

d�� c���� Let

A �

Z lx

�

	
uT 
x�� u
x� ly�


�
x
dx � 
�	���

and assume that� as in Theorem �� juj and juT j are bounded by d��
���l

���
x � Then� there

is an admissible function �u such that �u � u and �uy � uy for y � �ly� �u � u for y � ly�

sup ju� �uj � A���l
���
x � and

IR��u� � IR�u� � c
A
�������l���x ly � �Aly � 
�	�
�

where c
 is a numerical constant�

��



Proof	 We construct �u explicitly	 If a � A�����l
����
x � � we use the same construction

as in Proposition �� and let

�u � max
uT � 
ly � y��min
uT � 
ly � y�� u�� � 
�	���

This obviously gives I��u� � I�u� � �Aly � ��lx� hence the thesis	

Consider now the case a � �	 Since
R
R u

�
x � �d��

���l
���
x ly� we can pick y� � ��ly� ��

such that Z lx

�
�ux
x� y���

� � �ux
x� ly � y���
�dx � �d��

���l���x � 
�	���

For y � ��ly� y�� we take �u � u� and for y � �y��ly� ly� we take �u
x� y� � u
x� y��	uT 
x��

with 	uT � uT 
x� � u
x� ly� 
see Figure �	��	 Let a � A�����l
����
x 	 From the relation


�� ��� � 
� � 
��� � ����
� valid for 
 � 
�� ��� we get for 
 � a���

Z ly

y�	ly

Z lx

�
�u�x � 
� � a����

Z ly

y�	ly

Z lx

�
u�x � �a���ly�

���l���x � 
�	���

Consider now the region y� � y � y� � ly	 The construction exploits the geometric
nature of the problem	 In particular� we construct �u stretching the domains where uy � �

��� by an amout proportional to 	uT 
�	uT �	 This allows one to join u to uT without
changing

R juyyj� i	e	 the number of domains	 To be precise� consider a �xed x� and
label �	i the widths of the regions where uy � �� and ��i those with uy � �� 
see Figure
�	��	 The total number of intervals is given by N
x���� where N
x� � �

�

R juyyjdy is the
number of discontinuity points of uy	 It is clear that u is fully determined by its value for
y � y� and by the set of functions f��i 
x�g	 We de�ne �u such that �u
x� y�� � u
x� y���
and

���i 
x� � ��i 
x�

�
�� 	uT 
x�

���
x�

�

�	���

where �� �
P

i �
�
i 	 Since

��� � �� � �
�	u

T � we have �u
x� y� � ly� � u
x� y� � 	uT 
x�	
Note that since �	 � �� � ly� �	 � �� � u
x� y� � ly�� u
x� y��� and ly � 
 sup juj� we
have �� � ly�
	

We now estimate
R
�u�x in this region	 De�ne f�i 
x� as the position where the 
pro�

longation of the� line segment corresponding to ��i intersects the u � � axis in the 
y� u�
plane� so that within the interval 
i��� one has u
x� y� � f�i 
x� � y 
see Figure �	��	
Straightforward computations show that

f�i � �u
x� y�� � �
X

��j 
x� 
�	���

where the sum is done only over intervals located at smaller y	 Then� in the i�th interval
ux is given by

�f�i�x � f�i�x � �
d

dx

�
�	uT
���

iX
j��

��j

�
� 
�	
��

��



Figure ���� Representation in the �y� u� plane illustrating the de�nition of ��i and f�i �

and the elastic energy takes the form

Z
R

�ux�

� �

Z lx

�
dx
X
i��

���i 
x�

�f�i�x�

�
x� 
�	
��

where the sum is done both over i and the sign	 The square is expanded as before� �f�x �

��a����f�x ��a����
 �f � f��x	 The three terms coming from expansion of the derivative
are bounded using the estimate j	uT j � 
lxA�

���� which is obtained from Eq	
�	��� and
the condition 	uT 
�� � �� and the results �	��� � ly� �	��� � u
x� y��ly��u
x� y���
as well as Eqs	 
�	���� 
�	���	 The remaining is just straightforward algebra	
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