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Abstract
Let \( \Omega \subset \mathbb{R}^n \) be a bounded domain with Lipschitz boundary and assume that \( f : \Omega \times \mathbb{R}^{n \times n} \rightarrow \mathbb{R} \) is a Carathéodory integrand such that \( f(x, \cdot) \) is polyconvex for \( \mathcal{L}^n \)-a.e. \( x \in \Omega \). In this paper we consider integral functionals of the form
\[
\mathcal{F}(u, \Omega) := \int_{\Omega} f(x, Du(x)) \, dx,
\]
where \( f \) satisfies a growth condition of the type
\[
|f(x, A)| \leq c(1 + |A|^p),
\]
for some \( c > 0 \) and \( 1 \leq p < \infty \) and \( u \) lies in the Sobolev space of vector-valued functions \( W^{1,p}(\Omega, \mathbb{R}^n) \). We study the implications of a function \( u_0 \) being a critical point of \( \mathcal{F} \). In this regard we show among other things that if \( f \) does not depend on the spatial variable \( x \), then every piecewise affine critical point of \( \mathcal{F} \) is a global minimizer subject to its own boundary condition. Moreover for the general case, we construct an example exhibiting that the uniform positivity of the second variation at a critical point is not sufficient for it to be a strong local minimizer. In this example \( f \) is discontinuous in \( x \) but smooth in \( A \).

1 Introduction
Let \( \Omega \subset \mathbb{R}^n \) be a bounded domain (open connected set) with Lipschitz boundary \( \partial \Omega \) and let \( f : \Omega \times \mathbb{R}^{n \times n} \rightarrow \mathbb{R} \) be a Carathéodory integrand such that for \( \mathcal{L}^n \)-a.e. \( x \in \Omega \) and all \( A \in \mathbb{R}^{n \times n} \)
\[
|f(x, A)| \leq c(1 + |A|^p),
\]
for some \( c > 0 \) and \( 1 \leq p < \infty \). We consider functionals of the form
\[
\mathcal{F}(u, \Omega) = \int_{\Omega} f(x, Du(x)) \, dx,
\]
over the Sobolev space of vector-valued functions \( W^{1,p}(\Omega, \mathbb{R}^n) \).

A longstanding problem in the multi-dimensional calculus of variations is to formulate sufficient conditions on a given Sobolev function \( u_0 \) and the integrand
f, based on quasiconvexity, to ensure that \( u_0 \) provides a local minimizer for \( \mathcal{F} \). Of course the notion of a local minimizer depends very much on the choice of the topology. To make this clear let us fix an exponent \( q \) in the range \( p \leq q \leq \infty \) and for a fixed \( u_0 \in W^{1,q}(\Omega, \mathbb{R}^m) \) set

\[
\mathcal{A}_{u_0}^q(\Omega) := \{ u \in W^{1,q}(\Omega, \mathbb{R}^m) : (u - u_0)|_{\partial \Omega} = 0 \},
\]

where the boundary values are to be interpreted in the sense of traces.

Assume now that \( u_0 \) is a given map as above and that the exponent \( 1 \leq r \leq \infty \). Then we refer to \( u_0 \) as an \( L^r \) (respectively \( W^{1,r} \)) local minimizer of \( \mathcal{F} \) if and only if there exists \( \varepsilon > 0 \) such that for all \( u \in \mathcal{A}_{u_0}^q(\Omega) \) it holds

\[
\mathcal{F}(u_0, \Omega) \leq \mathcal{F}(u, \Omega)
\]

provided that \( \| u - u_0 \|_{L^r(\Omega, \mathbb{R}^m)} \leq \varepsilon \) (respectively \( \| u - u_0 \|_{W^{1,r}(\Omega, \mathbb{R}^m)} \leq \varepsilon \)).

In accordance with classical terminology, we often refer to a \( W^{1,\infty} \) local minimizer as a weak local minimizer, and a strong local minimizer refers to a \( W^{1,r} \) local minimizer with \( 1 \leq r < \infty \) or an \( L^r \) local minimizer with \( 1 \leq r \leq \infty \).

It is easy to check that if \( u_0 \in W^{1,\infty}(\Omega, \mathbb{R}^m) \) is a weak local minimizer of \( \mathcal{F} \) and \( f \) is of class \( C^1 \) or if \( u_0 \in W^{1,r}(\Omega, \mathbb{R}^m) \) is a weak local minimizer and the first derivative of \( f \) satisfies the growth \( |Df(x, A)| \leq c(1 + |A|^{r-1}) \) for some \( c > 0 \) then \( u_0 \) satisfies the Euler-Lagrange equation associated with \( \mathcal{F} \), i.e. for every \( \varphi \in C_0^\infty(\Omega, \mathbb{R}^m) \)

\[
\frac{d}{dt} \mathcal{F}(u_0 + t\varphi, \Omega)|_{t=0} = \sum_{\alpha=1}^{n} \sum_{i=1}^{m} \int_{\Omega} f_{p_j}(x, Du_0(x)) \varphi^j_{\alpha}(x) \, dx = 0.
\]

A solution to this equation, in the sequel is called a critical point of \( \mathcal{F} \). For a detailed discussion of necessary and sufficient conditions for weak and strong local minimizers in the case \( \min(n, m) = 1 \), we refer the interested reader to classical texts on calculus of variations e.g. the monograph by G. Bliss [8].

The aim of the present article is to make a first attempt towards resolving the above mentioned problem in the multi-dimensional setting. We start by considering the case where \( f \) does not depend on the spatial variable \( x \). In this case, special attention is made towards piecewise affine mappings. These are Sobolev mappings \( u_0 \in W^{1,\infty}(\Omega, \mathbb{R}^m) \) with piecewise constant gradients where the jumps occur across \( (n-1) \)-dimensional hyperplanes intersecting \( \Omega \) (cf. Definition 3.1). Such mappings can be viewed as the simplest kind of possible nonlinear critical points for \( \mathcal{F} \). The Euler-Lagrange equation in this case is equivalent to a set of jump relations to be satisfied on each hyperplane, namely for every \( 1 \leq i \leq m \)

\[
\sum_{\alpha=1}^{n} \left( f_{p_j}(A_j) - f_{p_k}(A_k) \right) \mu_{i,j,k} = 0
\]

for all adjacent \( \Omega_j \) and \( \Omega_k \), where \( \mu_{i,j,k} \in \mathbb{R}^n \) denotes the unit normal to the hyperplane. It follows immediately from this that if \( f \) is rank-one convex then it
is affine along the rank-one direction \( \{ A_j + t(A_k - A_j) : 0 \leq t \leq 1 \} \). Consequently if \( f \) is not affine in any rank-one direction of \( \mathbb{R}^{m \times n} \) (e.g. \( f \) is strictly rank-one convex) then \( F \) does not admit such critical points (cf. J. Ball [2]).

In Section 3 Theorem 3.1, we show that any piecewise affine critical point \( u_0 \) of \( F \) with a polyconvex integrand is a global minimizer of \( F \) in \( A^\infty_0(\Omega) \). Recall that the function \( f : \mathbb{R}^{m \times n} \rightarrow \mathbb{R} \) is polyconvex if and only if there exists a convex function \( h : \mathbb{R}^n \rightarrow \mathbb{R} \) such that \( f(A) = h(T(A)) \) for some \( \sigma \)-tuple of subdeterminants of \( A \) denoted by \( T(A) \). Although polyconvex integrands are rank-one convex they are not necessarily strictly rank-one convex.

When \( u_0 \in W^{1,\infty}(\Omega, \mathbb{R}^m) \) and \( \varphi \in C^\infty_0(\Omega, \mathbb{R}^m) \) it follows from Jensen’s inequality for convex functions that

\[
\int_{\Omega} h(T(Du_0(x) + D\varphi(x))) \, dx \geq h \left( \int_{\Omega} T(Du_0(x) + D\varphi(x)) \, dx \right) = h \left( \int_{\Omega} T(Du_0(x)) \, dx \right).
\]

Furthermore if \( h_{\text{conv}(T(Du_0))} \) is affine, then

\[
\int_{\Omega} T(Du_0(x)) \, dx = \int_{\Omega} h(T(Du_0(x))) \, dx.
\]

Note that (H) is also implied by this equality (this can be easily checked). We can therefore state the following:

If \( h : \mathbb{R}^n \rightarrow \mathbb{R} \) is convex and satisfies (H), then \( u_0 \) is a global minimizer of \( F \) in \( A^\infty_0(\Omega) \).

We show that in the case of a piecewise affine critical point, the Euler-Lagrange equation implies (H). We also consider the case where \( f(x, A) = h(x, \det A) \) and study sufficiently smooth critical points of \( F \). In this particular case it is again possible to show that such critical points are global minimizers of \( F \) in \( A^\infty_0(\Omega) \).

We recall that the growth condition (1.1) on \( f \) combined with the Meyer-Serrin approximation theorem implies that if \( u_0 \) is a global minimizer of \( F \) in \( A^\infty_0(\Omega) \), then it is also a global minimizer in \( A^\infty_0(\Omega) \). Without such growth assumption, this statement would be false for general \( p < \infty \) as the cavitation example of J. Ball shows (cf. [3], [6]).

The above results suggest the question of whether a critical point of \( F \) with a polyconvex (or more generally a quasiconvex) integrand \( f = f(Du) \) is a global minimizer in \( A^\infty_0(\Omega) \)?

The answer to this question is “No”. Firstly, the well known example of non-uniqueness due to F. John [12] shows that even in the case of affine boundary conditions this does not necessarily hold (cf. also K. Post and J. Sivaloganathan [18]). The idea being that by taking an annular domain in \( \mathbb{R}^2 \) and the boundary condition \( u = 0 \), identity, one can produce at least countably many critical points with different energies by minimizing \( F \) over appropriate homotopy classes.
Secondly, even if one is willing to restrict to domains with a trivial topology (e.g., starshaped domains) the recent counterexamples of S. Müller and V. Šverak to regularity show that for at least Lipschitz mappings such a conclusion does not hold. (Note that the counterexamples of S. Müller and V. Šverak correspond to quasiconvex integrands.) It should be pointed out that the search for a nontrivial example of a strong local minimizer of $\mathcal{F}$ in a starshaped domain that is not a global minimizer in $A^\infty_{00}(\Omega)$, does not seem to have received much attention. It is important to observe that in any such example $u_0$ should have non affine boundary values as a simple dilatation argument shows that any $W^{1,p}$ local minimizer of $\mathcal{F}$ in a starshaped domain and subject to affine boundary values is necessarily a global minimizer (cf. Section 3, or [20] and [21] for more on the significance of the domain topology).

In the final part of this paper we construct a counterexample to the claim that the positivity of the second variation at a smooth critical point would imply it to be a strong local minimizer. Indeed in this case we take $f(x, A) = a(x)g(A)$ where $a > 0$ is piecewise constant on $\Omega$ and $g : \mathbb{R}^{m \times n} \to \mathbb{R}$ is polyconvex. This example has been motivated by the work of J. Ball and J. Marsden [5].

2 Preliminaries

A function $F : \mathbb{R}^{m \times n} \to \mathbb{R}$ is rank-one convex at $A \in \mathbb{R}^{m \times n}$ if and only if for every $a \in \mathbb{R}^m$, $b \in \mathbb{R}^n$, the function $g(t) = F(A + ta \otimes b)$ is convex at $t = 0$. Similarly a continuous function $F : \mathbb{R}^{m \times n} \to \mathbb{R}$ is quasiconvex at $A$ if and only if

$$\int_{\Omega} F(A) \, dx \leq \int_{\Omega} F(A + D\varphi(x)) \, dx,$$

for all $\varphi \in W^{1,\infty}_0(\Omega, \mathbb{R}^m)$. This condition simply says that among functions in $A\varphi + W^{1,\infty}_0(\Omega, \mathbb{R}^m)$, the linear map $u = A\varphi$ is a minimizer. We note that it is also possible to show, using a covering argument, that the above definition is independent of the choice of the domain $\Omega$.

We say that $F$ is rank-one convex (quasiconvex) if and only if it is rank-one convex (quasiconvex) at every $A \in \mathbb{R}^{m \times n}$. We also recall that if $F$ is rank-one convex (or quasiconvex) then $F$ is locally Lipschitz (cf. e.g. [9]).

An important subclass of quasiconvex functions are the so-called polyconvex functions introduced in [1], [15]. We recall that a function $F : \mathbb{R}^{m \times n} \to \mathbb{R}$ is polyconvex if and only if $F(A) = h(T(A))$ for some convex function $h : \mathbb{R}^r \to \mathbb{R}$ and all $A \in \mathbb{R}^{m \times n}$. Here $T : \mathbb{R}^{m \times n} \to \mathbb{R}^r$ denotes an arbitrary $\sigma$-tuple of subdeterminants of $A$ with $1 \leq \sigma \leq \tau(n, m)$, where

$$\tau(n, m) = \sum_{s=1}^{n^m} \rho(s),$$

with $n \wedge m = \min(n, m)$ and $\rho(s) = \frac{1}{s!}\frac{n^m!}{(n-s)!(m-s)!}$. 
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The importance of quasiconvexity in connection to the study of local minimizers of $\mathcal{F}$ is linked to the following proposition. It is an extension of the so-called Weierstrass necessary condition from the case $\min(n,m) = 1$ to the multi-dimensional setting. A weaker form of this statement was proved by L. Graves (cf. [10]). For the case of regular minimizers, that is minimizers of class $C^1$ it was derived by N. Meyers (cf. [14], also J. Ball [11]). Other extensions to the non regular case are due to F. Hruscènov [11]. The following is a quicker way of achieving this and is based on discussions with J. Ball [7]. (Note that in the proof of this proposition, whenever necessary, the function $u_0$ denotes the precise representative of the Sobolev class it belongs to.)

**Proposition 2.1. (The necessity of quasiconvexity)** Let $u_0 \in W^{1,p}(\Omega, \mathbb{R}^m)$ be a strong local minimizer of $\mathcal{F}$ where $f$ satisfies (1.1). Then $f(x, \cdot)$ is quasiconvex at $Du_0(x)$ for $L^n$, a.e. $x \in \Omega$.

**Proof.** Assume that $u_0$ is a $W^{1,p}$ local minimizer and consider first the case where $f$ does not depend on $x$. Let $\varphi \in C_0^\infty(B, \mathbb{R}^m)$ where $B \subset \mathbb{R}^m$ is the unit ball. For arbitrary $x \in \Omega$ and $\rho > 0$ consider the sequence $\varphi_\rho(\cdot) = \rho \varphi((\cdot - x)/\rho)$. It is clear that $\varphi_\rho \to 0$ in $W^{1,p}(\Omega, \mathbb{R}^m)$ and so for $\rho$ sufficiently small

$$
\mathcal{F}(u_0, B_\rho(x)) \leq \mathcal{F}(u_0 + \varphi_\rho, B_\rho(x)).
$$

(2.2)

After a simple change of variables and setting $u_0^\rho(y) = \frac{1}{\rho}(u_0(x + \rho y) - u_0(x))$ it follows that

$$
\int_B f(Du_0^\rho(y)) \, dy \leq \int_B f(Du_0^\rho(y) + D\varphi(y)) \, dy.
$$

If $x$ is a $\rho$-Lebesgue point of $Du_0$, that is, setting $(Du_0)_{x,\rho} = \int_{B_\rho(x)} Du_0(y) \, dy$ it holds that for $\rho \to 0^+

\int_{B_\rho(x)} |Du_0(y) - (Du_0)_{x,\rho}|^p \, dy \to 0,

it then follows from the Calderon-Zygmund theorem on the $L^p$ derivatives that the sequence $\{u_0^\rho\}$ converges strongly to the linear map $A_y$ in $W^{1,p}(B, \mathbb{R}^m)$, where $A = Du_0(x)$. As the functional $\mathcal{F}$ is strongly $W^{1,p}$ continuous, we can pass to the limit and hence the claim is justified.

Now we consider the case with $f$ depending on $x$ as well. We note that the proof below requires essentially no regularity on the integrand $f$ and is based on discussions with J. Ball. We re-write (2.2) in the following form

$$
\int_{B_\rho(x)} f(y, Du_0(y)) \, dy \leq \int_{B_\rho(x)} f(y, Du_0(y) + D\varphi(\frac{y-x}{\rho})) \, dy.
$$

Assume now that $\psi \in C_0^\infty(\mathbb{R}^n)$ with $\text{supp} \psi \subset \Omega$ is an arbitrary non-negative function. Multiplying the latter by $\psi$ and integrating over $\mathbb{R}^n$ we have

$$
\int_{\mathbb{R}^n} \int_{B_\rho(x)} \psi(x) f(y, Du_0(y)) \, dy \, dx \leq \int_{\mathbb{R}^n} \int_{B_\rho(x)} \psi(x) f(y, Du_0(y) + D\varphi(\frac{y-x}{\rho})) \, dy \, dx.
$$
Setting $z = (y - x)/\rho$ we deduce that
\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \psi(y - \rho z) f(y, Du_0(y)) \chi_{\{|z| < 1\}} dy\,dz \leq \int_{\mathbb{R}^n} \psi(y - \rho z) f(y, Du_0(y) + D\varphi(z)) \chi_{\{|z| < 1\}} dy\,dz,
\]
or after passing to the limit $\rho \to 0^+$
\[
\int_{\mathbb{R}^n} \psi(y) f(y, Du_0(y)) dy \leq \int_{\mathbb{R}^n} \psi(y) f(y, Du_0(y) + D\varphi(z)) dz dy.
\]
The conclusion now follows by recalling that $\psi \in C_0^\infty(\mathbb{R}^n)$ is non-negative.

\begin{remark}
In the case when $u_0$ is a weak local minimizer of $\mathcal{F}$ by a slight modification of the above argument one can show that for $L^n$- a.e. $x \in \Omega$ the function $f(x, \cdot)$ is \textit{weakly quasiconvex} at $Q = Du_0(x)$. We recall that a continuous function $F : \mathbb{R}^{n \times n} \to \mathbb{R}$ is said to be weakly quasiconvex if and only if there exists $\delta > 0$ such that (2.1) holds for every $\varphi \in W^{1,\infty}_0(\Omega, \mathbb{R}^m)$ satisfying $|D\varphi(x)| \leq \delta$ for $L^n$- a.e. $x \in \Omega$ (cf. C. Morrey [16]). This seems to have not been noticed before.
\end{remark}

\begin{remark}
It is worthwhile mentioning that the statement of the above proposition is optimal in the sense that one cannot in general replace quasiconvexity of $f(x, \cdot)$ at $Du_0(x)$ with convexity. This can be justified by observing that adding a \textit{null Lagrangian} to $f$ does not affect the variational structure of $\mathcal{F}$ (local and global minimizers as well as critical points remain the same). However unlike the case $\min(n,m) = 1$ where every null Lagrangian is necessarily an affine function of the gradient, in the multi-dimensional setting there are examples of non affine null Lagrangians and hence one can easily destroy convexity by adding such non affine terms to $f$.
\end{remark}

\section{Local versus global minimizers in multi dimensions}

It is well known that if $f$ is of class $C^2$ and $u_0$ of class $C^1$ is a critical point of $\mathcal{F}$ such that the Jacobi operator corresponding to the quadratic form
\[
\mathcal{J}(\varphi, \Omega) = \sum_{a,\beta}^{n} \sum_{i,j=1}^{m} \int_{\Omega} f_{x_a \rho\beta}(x, Du_0(x)) \varphi^i_{,a}(x) \varphi^j_{,\beta}(x) dx
\]
with $\varphi \in W^{1,2}_{0}(\Omega, \mathbb{R}^m)$, is strictly elliptic and has a strictly positive first eigenvalue, then $u_0$ is a weak local minimizer of $\mathcal{F}$ in $A^{\mathbb{R}}_{u_0}(\Omega)$. According to Proposition 2.1, if $u_0$ is a strong local minimizer of $\mathcal{F}$, then $f(x, \cdot)$ is quasiconvex at $Du_0(x)$ for $L^n$- a.e. $x \in \Omega$. When $\min(n,m) = 1$, this immediately implies
that any strong local minimizer $u_0$ is a global minimizer of $\mathcal{F}$ in $\mathcal{A}_{u_0}^p(\Omega)$. Otherwise by (1.1) there exists $\varphi \in W^{1,\infty}_0(\Omega, \mathbb{R}^m)$ such that for $u = u_0 + \varphi$ we have $\mathcal{F}(u, \Omega) < \mathcal{F}(u_0, \Omega)$ and so convexity of $f(x, \cdot)$ at $\nabla u_0(x)$ implies that for $0 < \theta < 1$

$$f(x, \nabla u_0(x) + \theta \nabla (u(x) - u_0(x))) \leq f(x, \nabla u_0(x)) + \theta (f(x, \nabla u(x)) - f(x, \nabla u_0(x))),$$

which upon integration, gives for $\theta$ small enough, the desired contradiction. However when $\min(n, m) > 1$, this is far from being true, even if we replace this with the stronger assumption of $f$ being quasiconvex everywhere. Indeed under such an assumption and the differentiability of $f$, when $\min(n, m) = 1$ it follows easily that any critical point $u_0$ is a global minimizer in $\mathcal{A}_{u_0}^p(\Omega)$, again in sharp contrast to the case $\min(n, m) > 1$ (cf. the above references or [21]).

Therefore an interesting question in this regard would be to formulate sufficient conditions on the critical point $u_0$ to ensure that $u_0$ is a strong local minimizer of $\mathcal{F}$. In particular, would the eigenvalue criterion on the Jacobi operator mentioned above (which is equivalent to the uniform positivity of the second variation) be enough?

Let us mention that in the case $\min(n, m) > 1$ and $f = f(Du)$ a simple dilatation argument implies that any $W^{1,p}$ local minimizer of $\mathcal{F}$ in a starshaped domain $\Omega \subset \mathbb{R}^n$ (without loss of generality with respect to the origin) and subject to the linear boundary condition $u_0|_{\partial \Omega} = Ax$ is indeed a global minimizer of $\mathcal{F}$ in $\mathcal{A}_{u_0}^p(\Omega)$. For this recall that the growth condition (1.1) and the quasi-convexity of $f$ at $A$ imply that the linear map $u_1 = Ax$ is a global minimizer of $\mathcal{F}$ in $\mathcal{A}_{u_0}^p(\Omega)$. Thus if the local minimizer $u_0$ is not a global minimizer of $\mathcal{F}$ in the above class, it must be that $\mathcal{F}(u_1, \Omega) < \mathcal{F}(u_0, \Omega)$. One can then consider the sequence $\{u_\delta\}$ for $\delta < 1$ where

$$u_\delta(x) = \begin{cases} \delta u_0(x) & \text{in } \Omega_\delta, \\ Ax & \text{in } \Omega \setminus \Omega_\delta, \end{cases}$$

and $\Omega_\delta = \delta \Omega$. It is easy to see that $\mathcal{F}(u_\delta, \Omega) = \mathcal{F}(u_0, \Omega) + (1 - \delta^n) (\mathcal{F}(u_1, \Omega) - \mathcal{F}(u_0, \Omega))$, and so the contradiction is reached by noting that $u_\delta \to u_0$ in $W^{1,p}(\Omega, \mathbb{R}^m)$ as $\delta \to 1^-$. 

In the rest of this section we shall pursue the question raised above. In Subsections 3.1 and 3.2 we restrict to integrands $f$ without explicit dependence on the spatial variable $x$, and consider the simplest kind of possible nonlinear critical points of $\mathcal{F}$, namely the piecewise affine mappings. We prove that when $f$ is polyconvex, then any such critical point is in fact a global minimizer in $\mathcal{A}_{u,0}^p(\Omega)$. This provides us with a somewhat affirmative answer to the question in the polyconvex case. However in Subsection 3.3 we consider the case where $f = f(x, Du)$ and show that the second variation criterion is not sufficient for a critical point of $\mathcal{F}$ to be a strong local minimizer. We should point out that in this example the integrand $f$ is discontinuous in the spatial variable $x$, but smooth in $A$. 


We finally note that it is possible to formulate sufficient conditions for strong local minimizers of $\mathcal{F}$ in the case $f = f(Du)$, that is based on quasiconvexity and takes into account the topology of the domain $\Omega$. We aim to discuss this issue elsewhere (cf. e.g. [20], [21]).

3.1 Piecewise affine mappings

In this subsection we introduce piecewise affine mappings and explore some of their basic properties.

To start let $H$ be an $(n - 1)$-dimensional hyperplane, that is $H = \{x \in \mathbb{R}^n : x \cdot \mu = \alpha\}$ for some unit vector $\mu \in \mathbb{R}^n$ and some $\alpha \in \mathbb{R}$. We denote by $H^+$ and $H^-$ the half spaces $H^+ = \{x \in \mathbb{R}^n : x \cdot \mu > \alpha\}$ and $H^- = \{x \in \mathbb{R}^n : x \cdot \mu < \alpha\}$ respectively.

Assume now that $V_1$ and $V_2$ are given open sets in $\mathbb{R}^n$ and $U \subset \mathbb{R}^n$ is arbitrary. We say that $V_1$ and $V_2$ have a common $(n - 1)$-dimensional planar interface in $U$ if and only if there exist $x_0 \in \partial V_1 \cap \partial V_2$, an $(n - 1)$-dimensional hyperplane $H$ containing $x_0$ and an open ball $B(x_0)$ in $\mathbb{R}^n$ such that

(i) $B(x_0) \subset U$
(ii) $V_1 \cap B(x_0) = H^+ \cap B(x_0)$
(iii) $V_2 \cap B(x_0) = H^- \cap B(x_0)$.

For an open set $\Omega \subset \mathbb{R}^n$, let $\omega = \{\Omega_i\}_{i \in \mathbb{N}}$ be a countable family of pairwise disjoint, bounded subdomains of $\Omega$ such that

$$\Omega = \bigcup_{i \in \mathbb{N}} \Omega_i \cup E,$$

where $\mathbb{N}$ denotes the set of natural numbers and $\mathcal{L}^n(E) = 0$. The family $\omega$ is said to be a regular dissection of $\Omega$ if and only if for each nonempty $\Omega_i$ and $\Omega_j$ in $\omega$ there exists a finite set $\{\Omega_{\sigma(i)}\}_{i=1}^{s_0} \subset \omega$ where $\sigma(1) = i$, $\sigma(s_0) = j$ and such that $\Omega_{\sigma(i)}$ and $\Omega_{\sigma(i+1)}$ have a common $(n - 1)$-dimensional planar interface in $\Omega$ for $1 \leq i \leq s_0 - 1$.

As an example consider the case where $\Omega$ is the unit ball in $\mathbb{R}^2$ with the line segment $\{(x, y) \in \mathbb{R}^2 : x \in [0, 1], y = 0\}$ removed from it. It can be verified that the family $\omega = \{\Omega_i\}_{i \in \mathbb{N}}$ with $\Omega_i = \{x \in \Omega : \frac{2\theta - 1}{\theta} \pi < \theta < \frac{2(\theta + 1)}{\theta - 1} \pi\}$ is a regular dissection of $\Omega$.

Note that the above definition of a regular dissection does not rule out the possibility of two arbitrary sets $\Omega_i$, $\Omega_j \in \omega$ with a common $(n - 1)$-dimensional planar interface to meet at two or more points in $U$ along different hyperplanes with non-parallel normals. Indeed the example $\Omega = (-1, 1)^n$ with $\omega = \{\Omega_1, \Omega_2\}$ where $\Omega_1 = (-\frac{1}{2}, \frac{1}{2})^n$ and $\Omega_2 = \Omega \setminus \Omega_1$ shows that $\omega$ is a regular dissection of $\Omega$. However as we will see later these cases are of no great interest as we can always “join” such $\Omega_i$ and $\Omega_j$ and hence introduce a new dissection without such interfaces (this will be clear below).

Definition 3.1. Let $\Omega \subset \mathbb{R}^n$ be a bounded domain with Lipschitz boundary. A function $u_0 \in W^{1, \infty}(\Omega, \mathbb{R}^n)$ is piecewise affine if and only if for some regular
dissection of $\Omega$ and some sequence $\{A_i\}_{i \in \mathbb{N}} \subset \mathbb{R}^{m \times n}$

$$Du_0(x) = A_i \quad \text{for } \mathcal{L}^n\text{- a.e. } x \in \Omega_i.$$  

As a consequence of the Sobolev embedding theorem any piecewise affine map $u_0$ is contained in $C^1(\mathbb{R}, \mathbb{R}^m)$. Also if $\Omega_i, \Omega_j \in \omega$ have a common $(n - 1)$-dimensional planar interface and $Du_0(x) = A_j$ for $\mathcal{L}^n\text{- a.e. } x \in \Omega_i$, and $Du_0(x) = A_j$ for $\mathcal{L}^n\text{- a.e. } x \in \Omega_j$, then $A_i$ and $A_j$ are rank-one connected. Indeed from the Hadamard jump condition applied to $B(x_0)$ (cf. the first paragraph of this section), it follows that there exists $a \in \mathbb{R}^m$ such that $A_j - A_i = a \otimes b$ where $b \in \mathbb{R}^n$ is the unit normal to the hyperplane $H$.

Now recalling the paragraph prior to Definition 3.1 we realize that if some $\Omega_i, \Omega_j \in \omega$ meet at different points along hyperplanes with non-parallel normals (consider the example given there) then for some unit vectors $b_1, b_2 \in \mathbb{R}^n$ with $b_1 \neq b_2$ and some $a_1, a_2 \in \mathbb{R}^m$, we would have $A_j - A_i = a_1 \otimes b_1$ and $A_j - A_i = a_2 \otimes b_2$. But this can not hold unless $A_i = A_j$ and so the claim that we can join the two sets and obtain a new dissection is justified.

Let us now assume that $K = \{x_1, \ldots, x_n\} \subset \mathbb{R}^n$ consisting of $n$ distinct points is affine independent, i.e. that the set $\{x_2 - x_1, \ldots, x_n - x_1\}$ is linearly independent. This in particular implies that for some unit vector $\mu \in \mathbb{R}^n$ and some $\alpha \in \mathbb{R}$, $K \subset H$, where $H = \{x \in \mathbb{R}^n : x \cdot \mu = \alpha\}$. Assume $x_0, x_{n+1} \in \mathbb{R}^n$ are such that $x_0 \cdot \mu < \alpha$ and $x_{n+1} \cdot \mu > \alpha$. Setting $K_1 = \{x_0, \ldots, x_n\}$, $K_2 = \{x_1, \ldots, x_{n+1}\}$ and $\Omega = \text{int conv}(K_1) \cup \text{int conv}(K_2)$, it is clear that $\omega = \{\text{int conv}(K_1), \text{int conv}(K_2)\}$ is a regular dissection of $\Omega$. Now for any function $u \in C(\Omega, \mathbb{R}^n)$ its linear interpolant $u_0$ that is the function which coincides with $u$ on $K_1 \cup K_2$ and is affine on conv($K_1$) and conv($K_2$) respectively, is piecewise affine and therefore its gradient satisfies the appropriate rank-one connection on the interface. Note that in most cases this method is an effective way of constructing piecewise affine mappings, when the dissection is known.

Having defined piecewise affine mappings, we will now explore some of their basic properties. We start by considering the functional (1.2) where $f = f(Du)$ is convex and without loss of generality we assume that $m = 1$ and seek necessary and sufficient conditions for $F$ to have piecewise affine critical points. Let us start with the following simple lemma.

**Lemma 3.1.** Let $f \in C^1(\mathbb{R}^n)$ be convex and such that

$$\langle \nabla f(b) - \nabla f(a), (b - a) \rangle = 0,$$

for some $a, b \in \mathbb{R}^n$. Then $f$ is affine on conv($\{a, b\}$). Furthermore $\nabla f$ is constant on this set.

**Proof.** Consider the function $g(t) = f(a + t(b - a))$. Then $g'(t) = \nabla f(a + t(b - a)) \cdot (b - a)$ and so

$$g'(1) - g'(0) = \langle \nabla f(b) - \nabla f(a), (b - a) \rangle = 0.$$

This together with the monotonicity property for the derivative of convex functions imply that $g'$ is constant on the interval $[0, 1]$ and so the first part is proved.
To show the next part we prove that $\nabla f(a) = \nabla f(b)$. Indeed if this is not the case, for each $0 < \lambda < 1$ we can set

$$a_\varepsilon = a - \varepsilon[\nabla f(a) - \nabla f(b)], \quad b_\varepsilon = b + \varepsilon \frac{\lambda}{1 - \lambda}[\nabla f(a) - \nabla f(b)].$$

Then it is easy to see that $\lambda a + (1 - \lambda) b = \lambda a_\varepsilon + (1 - \lambda) b_\varepsilon$ and so using Taylor’s formula we can write

$$\lambda f(a) + (1 - \lambda) f(b) = f(\lambda a_\varepsilon + (1 - \lambda) b_\varepsilon) \leq \lambda f(a_\varepsilon) + (1 - \lambda) f(b_\varepsilon) \leq \lambda f(a) + (1 - \lambda) f(b) - \varepsilon |\nabla f(a) - \nabla f(b)|^2 + o(\varepsilon).$$

The contradiction now proves the claim. \(\Box\)

**Proposition 3.1.** Let $f \in C^1(\mathbb{R}^n)$ be convex and let $K \subset \mathbb{R}^n$ be a nonempty set. Then the following conditions are equivalent

(i) $\nabla f(\cdot)$ is constant on $K$.

(ii) $\nabla f(\cdot)$ is constant on $\text{conv}(K)$.

(iii) $f$ is affine on $\text{conv}(K)$.

**Proof.** We shall prove the proposition when the set $K$ is finite, that is $K = \{a_1, \ldots, a_r\}$ for some $r \in \mathbb{N}$. The general case follows by recalling the definition of the convex hull

$$\text{conv}(K) = \bigcup_{r \geq 1} \left\{ \sum_{i=1}^r \lambda_i a_i : a_i \in K, \lambda_i \geq 0, \text{ and } \sum_{i=1}^r \lambda_i = 1 \right\}.$$  

To prove the case where $K$ is finite we argue by induction on $r$. For $r = 2$ the equivalences $(i) \iff (ii) \iff (iii)$ are consequences of Lemma 3.1. Assume now that the claim is true for some $r \geq 2$ that is $(i) \iff (ii) \iff (iii)$. Let $x \in \text{conv}(K)$. It follows that

$$x = \sum_{i=1}^{r+1} \lambda_i a_i, \quad \text{where } \lambda_i \geq 0, \text{ and } \sum_{i=1}^{r+1} \lambda_i = 1.$$  

Note that we can assume $0 < \lambda_i < 1$ for $1 \leq i \leq r + 1$ as otherwise the point $x$ lies in the convex hull of $K \setminus \{a_i\}$ for some $i$ and the claim is clearly true. We can therefore write

$$x = (1 - \lambda_{r+1}) a + \lambda_{r+1} a_{r+1}$$

where

$$a = \frac{1}{1 - \lambda_{r+1}} \sum_{i=1}^{r} \lambda_i a_i \in \text{conv}\{a_1, \ldots, a_r\}.$$  

Now let $(i)$ hold. Then $\nabla f(a) = \nabla f(a_{r+1})$ and so it follows from Lemma 3.1 that $\nabla f(\cdot)$ is constant along $\text{conv}\{a, a_{r+1}\}$. In particular $f(x) = (1 - \lambda_{r+1}) f(a) + \lambda_{r+1} f(a_{r+1}) = \sum_{i=1}^{r+1} \lambda_i f(a_i)$. This implies $(iii)$ as the point $x$ is arbitrary.
Now assume (iii). Then (3.1) holds with $b = a_{r+1}$. Thus $\nabla f(a_{r+1}) = \nabla f(a_i)$ for $1 \leq i \leq r$. Hence (i) follows.

A similar argument shows that (i) $\iff$ (ii). The conclusion is therefore true for $r + 1$. The proof is thus complete. $\square$

Following Definition 3.1, let $u = \{\Omega_i\}_{i \in \mathbb{N}}$ be a regular dissection of $\Omega$ and let $u_0$ be a piecewise affine function defined on $\Omega$ such that $\nabla u_0(x) = a_i$ for $\mathcal{L}^n$-a.e. $x \in \Omega_i$. We can now state the following proposition.

**Proposition 3.2.** Let $f \in C^1(\mathbb{R}^n)$ be convex. Then the piecewise affine function $u_0$ is a global minimizer of $\mathcal{F}$ in $\mathcal{A}_0^\infty(\Omega)$ if and only if $f$ is affine on $\text{conv}(\{a_i\}_{i \in \mathbb{N}})$.

**Proof.** As $f$ is convex, $u_0$ is a global minimizer of $\mathcal{F}$ if and only if $u_0$ is a critical point of $\mathcal{F}$. We now claim that $u_0$ is a critical point if and only if $f$ is affine on $\text{conv}(\{a_i\}_{i \in \mathbb{N}})$, or appealing to Proposition 3.1, $u_0$ is a critical point if and only if $\nabla f(\nabla u_0(\cdot))$ is constant $\mathcal{L}^n$-a.e. on $\Omega$.

Let $\Omega_i, \Omega_j \in \omega$ have a common $(n-1)$-dimensional planar interface in $\Omega$ and let $\nabla u_0(x) = a_i$ for $\mathcal{L}^n$-a.e. $x \in \Omega_i$ and $\nabla u_0(x) = a_j$ for $\mathcal{L}^n$-a.e. $x \in \Omega_j$. Clearly the Euler-Lagrange equation in this case implies the following jump condition

$$(\nabla f(a_i) - \nabla f(a_j)) \cdot (a_i - a_j) = 0.$$

It now follows from this and Lemma 3.1 that $\nabla f(a_i) = \nabla f(a_j)$. This in particular implies that $\nabla f(\nabla u_0(\cdot))$ is $\mathcal{L}^n$-a.e. constant on $\bigcup_{i \in \mathbb{N}} \Omega_i$ and as $\Omega = \bigcup_{i \in \mathbb{N}} \Omega_i \cup E$ with $\mathcal{L}^n(E) = 0$, it follows that $\nabla f(\nabla u_0(\cdot))$ is $\mathcal{L}^n$-a.e. constant on $\Omega$.

Clearly $u_0$ is a critical point if $\nabla f(\nabla u_0(\cdot))$ is $\mathcal{L}^n$-a.e. constant on $\Omega$. The proof is thus complete. $\square$

**Remark 3.1.** The convexity of $f$ at $a \in \mathbb{R}^n$ is necessary and sufficient for $u_0 = a \cdot x$ to be a global minimizer of $\mathcal{F}$ in $\mathcal{A}_0^\infty(\Omega)$. It follows that this convexity assumption is no longer sufficient for a piecewise affine function $u_0$ to be a global minimizer of $\mathcal{F}$ (unless as is stated in the proposition $f$ is affine on $\text{conv}(\{a_i\}_{i \in \mathbb{N}})$). Consider for example the Dirichlet integral $\mathcal{F}(u, D) = \int_D |\nabla u|^2 dx$, where $D$ is the unit cube in $\mathbb{R}^n$ with center on the origin and let $a, b \in \mathbb{R}^n$ satisfy $b - a = ke_n$ for some nonzero $k \in \mathbb{R}$. Setting $D_1 = \{x \in D : x_n > 0\}$ and $D_2 = \{x \in D : x_n < 0\}$, it follows that the harmonic function satisfying the boundary condition $u = a \cdot x$ on $\partial D_1 \cap \partial D$ and $u = b \cdot x$ on $\partial D_2 \cap \partial D$ is not the piecewise affine function $u_0(x) = a \cdot x_{D_1}(x) + b \cdot x_{D_2}(x)$, as the convex function $f(p) = |p|^2$ is never affine. Note that we know this also by the interior regularity of harmonic functions.

**Remark 3.2.** Assume now that $f$ is convex and of class $C^2$ and that the set $K \subset \mathbb{R}^n$ in Proposition 3.1 is not contained in any $(n-1)$-dimensional hyperplane. It follows from the fact that $f$ is affine on $\text{conv}(K)$ that $\nabla^2 f(x) = 0$ for every $x$ in this set. Indeed in this case $\text{int} \; \text{conv}(K)$ is a nonempty open set in
\( \mathbb{R}^n \) and of course the second derivative of any function which is affine on an open set is zero. Note that this claim is not true in general as the set \( \text{conv}(K) \) could be “lower dimensional” that is, it could be contained in an \((n - 1)\)-dimensional hyperplane. To justify this let \( f \in C^2(\mathbb{R}^n) \) for some \( n \geq 2 \) be any convex function such that \( f(x) = \alpha \|x\| \), for \( \|x\| \geq 1/2 \). Then \( f \) is affine on \( \text{conv}(a, b) \) for any \( a \) with \( \|a\| > 1 \) and \( b = \beta a \) with \( \beta \geq 1/2 \); however neither of \( \nabla^2 f(a) \) or \( \nabla^2 f(b) \) is zero.

### 3.2 Critical points of functionals with polyconvex integrands

We will now assume that \( f \) is polyconvex, so that there exists a convex function \( h : \mathbb{R}^\sigma \to \mathbb{R} \) such that \( f(A) = h(T(A)) \) for some \( \sigma \)-tuple of subdeterminants of \( A \) denoted by \( T \). It can be easily checked that the first and second variations of \( F \) at a point \( u_0 \in W^{1,\infty}(\Omega, \mathbb{R}^m) \) along a variation \( \varphi \in C_0^\infty(\Omega, \mathbb{R}^m) \) are given by

\[
\delta F(u_0, \Omega)[\varphi] = \sum_k \sum_{\alpha,i} \int_\Omega h_{p_k}(T(Du_{00}(x))) T_{\alpha,i}^k(Du_0(x)) \varphi^i_\alpha(x) \, dx, \quad (3.2)
\]

and

\[
\delta^2 F(u_0, \Omega)[\varphi, \psi] = \sum_{k,l} \sum_{\alpha,\beta,i,j} \int_\Omega h_{p_k,p_l}(T(Du_{00}(x))) T_{\alpha,i}^k(Du_0(x)) T_{\beta,j}^l(Du_0(x)) \varphi^i_\alpha(x) \varphi^j_\beta(x) \, dx + \sum_{k} \sum_{\alpha,\beta,i,j} \int_\Omega h_{p_k}(T(Du_{00}(x))) T_{\alpha,i}^k(Du_0(x)) \varphi^i_\alpha(x) \varphi^j_\beta(x) \, dx, \quad (3.3)
\]

provided that \( h \) has the required degree of smoothness. Note that here \( h = h(p_1, \ldots, p_\sigma) \). The main result in this section is the following theorem.

**Theorem 3.1.** Let \( h \in C^1(\mathbb{R}^\sigma) \) be convex. Then any piecewise affine critical point of \( F \) is a global minimizer in \( A_{u_0}^\infty(\Omega) \).

Before proceeding with the proof of this theorem we state and prove the following lemma.

**Lemma 3.2.** Let \( B - A = a \otimes b \) for some \( a \in \mathbb{R}^m \), \( b \in \mathbb{R}^n \) and \( h, T \) be as above. Then

\[
\sum_{k=1}^\sigma (h_{p_k}(T(B)) - h_{p_k}(T(A))) (T^k(B) - T^k(A)) = \sum_{k=1}^\sigma (h_{p_k}(T(B)) T^k_{\alpha}(B) - h_{p_k}(T(A)) T^k_{\alpha}(A), a \otimes b), \quad (3.4)
\]
Proof. Note that for each $1 \leq k \leq \sigma$,

$$T^k(A + a \otimes b) - T^k(A) = \sum_{\alpha=1}^{n} \sum_{i=1}^{m} T^k_{\alpha} (A) a_i b_{\alpha},$$

and hence the result is true provided that

$$\sum_{\alpha=1}^{n} \sum_{i=1}^{m} \left( T^k_{\alpha} (A + a \otimes b) - T^k_{\alpha} (A) \right) a_i b_{\alpha} = 0. \quad (3.5)$$

Since for each $1 \leq k \leq \sigma$, the subdeterminant $T^k : \mathbb{R}^{m \times n} \to \mathbb{R}$ is rank-one affine (cf. e.g. [9]), it follows that the function $g(t) = T^k(A + ta \otimes b)$ is affine and so $g'(1) - g'(0) = 0$ which is (3.5). □

**Proof of Theorem 3.1.** Let $u_0$ be a piecewise affine map. We claim that $u_0$ is a critical point of $\mathcal{F}$ if and only if $\nabla h(T(Du_0(\cdot)))$ is $\mathcal{L}^n$- a.e. constant on $\Omega$. For this let $\Omega_1, \Omega_2 \in \omega$ have a common $(n-1)$-dimensional planar interface in $\Omega$ and let for $\mathcal{L}^n$- a.e. $x \in \Omega_A$, $Du_0(x) = A$ and for $\mathcal{L}^n$- a.e. $x \in \Omega_B$, $Du_0(x) = B$. The Euler-Lagrange equation in this case implies the jump condition

$$\sum_{k=1}^{\sigma} \sum_{a=1}^{n} \left( h_{p_k}(T(B)) |T^k_{p_k}(B)| - h_{p_k}(T(A)) |T^k_{p_k}(A)| \right) b_{\alpha} = 0,$$

for each $1 \leq i \leq m$. Thus multiplying the above by $a_i$, summing over $i$ and using the previous lemma we have

$$\sum_{k=1}^{\sigma} \sum_{a=1}^{n} \left[ h_{p_k}(T(B)) - h_{p_k}(T(A)) \right] [T^k(B) - T^k(A)] = 0.$$

We now apply Lemma 3.1 to the convex function $h$ to conclude that $\nabla h(T(A)) = \nabla h(T(B))$. This in particular implies that $\nabla h(T(Du_0(\cdot)))$ is $\mathcal{L}^n$- a.e. constant on $\cup_{\Omega \in \omega} \Omega_i$ (see Definition 3.1). Moreover as $\Omega = \cup_{\Omega \in \omega} \Omega_i \cup E$ with $\mathcal{L}^n(E) = 0$, it follows that $\nabla h(T(Du_0(\cdot)))$ is $\mathcal{L}^n$- a.e. constant on $\Omega$.

We now show that if $\nabla h(T(Du_0(\cdot))) = \mathcal{L}^n$- a.e. constant on $\Omega$, then $u_0$ is a critical point of $\mathcal{F}$. According to (3.2) we can write

$$\delta \mathcal{F}(u_0, \Omega)[\varphi] = \sum_{k=1}^{\sigma} \sum_{a=1}^{n} \sum_{i=1}^{m} \int_{\Omega} h_{p_k}(T(Du_0(x))) T^k_{p_k}(Du_0(x)) \varphi_i^a(x) dx$$

$$= \sum_{k=1}^{\sigma} \int_{\Omega} T^k(Du_0(x) + tD\varphi(x)) dx \bigg|_{t=0} = 0,$$

as $T^k$ is a null Lagrangian for each $1 \leq k \leq \sigma$.

Now let $\nabla h(T(Du_0(\cdot)))$ be $\mathcal{L}^n$- a.e. constant on $\Omega$. The conclusion of the theorem follows by integrating the inequality

$$h(T(Du_0(x) + D\varphi(x))) \geq h(T(Du_0(x)) +$$

$$\sum_{k=1}^{\sigma} h_{p_k}(T(Du_0(x))) [T^k(Du_0(x) + D\varphi(x)) - T^k(Du_0(x))].$$
which itself is a consequence of the convexity of \( h \), and again using the fact that each \( T^k \) is a null Lagrangian.

We now look at the second variation of \( F \) at these special critical points \( u_0 \) (cf. (3.3)). The first sum is non negative by the convexity of \( h \), however the second sum is zero since it is equal to

\[
\sum_{k=1}^{\sigma} h_{p_k}(T(Du_0(x))) \frac{d^2}{dt^2} \int_{\Omega} T^k(Du_0(x) + tD\varphi(x)) \, dx \big|_{t=0}.
\]

Similar to the convex case described earlier (cf. Remark 3.2) if \( \{T(A_i)\}_{i \in \mathbb{N}} \subset \mathbb{R}^p \) is not contained in a \((\sigma - 1)\)-dimensional hyperplane, the fact that \( h \) is affine on \( \text{conv}\{T(A_i)\}_{i \in \mathbb{N}} \) implies that \( \nabla^2 h = 0 \) and thus the first term is also zero. Clearly a necessary condition for this to hold is that the set \( \{T(A_i)\}_{i \in \mathbb{N}} \) have at least \( \sigma + 1 \) elements.

We now consider the case \( f(x, A) = h(x, \det A) \), where \( h \) is sufficiently smooth and for each fixed \( x \in \Omega \), convex in \( \det A \). We begin with the following lemma.

**Lemma 3.3.** Let \( a \in W^{1,1}(\Omega) \), \( u \in C^1(\Omega, \mathbb{R}^n) \) and \( \det Du(x) \neq 0 \) for \( \mathcal{L}^n \)-a.e. \( x \in \Omega \). Then

\[
\int_{\Omega} a(x)(\text{cof} Du(x), D\varphi(x)) \, dx = 0
\]

(3.6)

for all \( \varphi \in C_0^\infty(\Omega, \mathbb{R}^n) \) implies that the function \( a \) is constant.

**Proof.** For sufficiently smooth \( a \) and \( u \) we have for \( 1 \leq i \leq n \)

\[
\sum_{j=1}^{n} [a(x)(\text{cof} Du(x))]_{ij,j} = \sum_{j=1}^{n} [a_{,j}(x)(\text{cof} Du(x))]_{ij} + a(x)(\text{cof} Du(x))_{ij,j}
\]

\[= \sum_{j=1}^{n} a_{,j}(x)(\text{cof} Du(x))_{ij}.\]

where we have used Piola’s identity, namely \( \text{div} \, \text{cof} Du = 0 \). Thus for \( \varphi \in C_0^\infty(\Omega, \mathbb{R}^n) \) we can write

\[
\int_{\Omega} a(x)(\text{cof} Du(x), D\varphi(x)) \, dx = \sum_{i,j=1}^{n} \int_{\Omega} (\text{cof} Du(x))_{ij} a_{,j}(x)\varphi_i(x) \, dx
\]

that holds also for \( a \in W^{1,1}(\Omega) \) and \( u \in C^1(\Omega, \mathbb{R}^n) \) by a density argument. Using (3.6) we have

\[
\text{cof} Du(x) \, \nabla a(x) = 0
\]

for \( \mathcal{L}^n \)-a.e. \( x \in \Omega \). As \( \det(\text{cof} A) = (\det A)^{n-1} \), we infer that \( \nabla a(x) = 0 \) for \( \mathcal{L}^n \)-a.e. \( x \in \Omega \) and as \( \Omega \) is connected it follows that the function \( a \) is constant. \( \square \)
Theorem 3.2. Let $u_0 \in C^2(\Omega, \mathbb{R}^n)$ be a critical point of the functional

$$F(u, \Omega) = \int_\Omega f(x, Du(x)) \, dx$$

and assume that either of the followings hold:

i) $f(x, A) = h(x, \det A)$ with $h \in C^2(\Omega \times \mathbb{R})$ where for $\mathcal{L}^n$-a.e. $x \in \Omega$, $h(x, \cdot)$ is convex and for $\mathcal{L}^n$-a.e. $x \in \Omega$, $\det Du_0(x) \neq 0$, or

ii) $f(x, A) = h(\det A)$ where $h \in C^2(\mathbb{R})$ is convex.

Then $u_0$ is a global minimizer of $F$ in $A^\infty_0(\Omega)$.

Proof. As $u_0$ is a critical point of $F$ it follows that

$$\int_{\Omega} h_p(x, \det Du_0(x)) \langle \alpha \cdot Du_0(x), D\varphi(x) \rangle \, dx = 0 \quad (3.7)$$

for all $\varphi \in C^\infty_0(\Omega, \mathbb{R}^n)$. We now claim that (3.7) implies $h_p(x, \det Du_0(x))$ to be constant over $\Omega$. In the case (i) this is similar to the previous lemma by taking $a(x) = h_p(x, \det Du_0(x))$. The conclusion in this case follows from the convexity of $h(x, \cdot)$. Hence we proceed with case (ii).

Consider the connected components of the open sets $\Omega^+ := \{ x \in \Omega : \det Du_0(x) > 0 \}$ and $\Omega^- := \{ x \in \Omega : \det Du_0(x) < 0 \}$. Indeed if $\varphi$ is taken so that $\text{supp}\, \varphi$ is contained in these components, it follows from (3.8) and the definition of $\Omega^+$ and $\Omega^-$ that the assumptions of the previous lemma hold. Thus $h'(\det Du_0)$ is constant on each component. Moreover setting $\Omega^0 := \{ x \in \Omega : \det Du_0(x) = 0 \}$, it is clear that $h'(\det Du_0)$ is constant on $\Omega^0$.

Thus the remaining task is to show that these constants are the same. But this follows from the continuity of $h'(\det Du_0)$ and the fact that $\Omega = \Omega^- \cup \Omega^0 \cup \Omega^+$.

Once we know this, the conclusion of the theorem follows by integrating the inequality

$$h(\det Du(x)) \geq h(\det Du_0(x)) + h'(\det Du_0(x))(\det Du(x) - \det Du_0(x)),$$

where $u = u_0 + \varphi$ and $\varphi \in W^{1,\infty}_0(\Omega, \mathbb{R}^n)$. □

We can now look at the second variation of $F$ at the critical point $u_0$ in the case (ii) of the previous theorem. Then for $\varphi \in C^\infty_0(\Omega, \mathbb{R}^n)$ we can write

$$\delta^2 F(u_0, \Omega)[\varphi, \varphi] = 2 \int_{\Omega} \left( \frac{1}{2} h''(\det Du_0(x)) \sum_{a,i=1}^n \det_{F_a}(Du_0(x)) \varphi_{ai}^i(x) \right)^2 +$$

$$h'(\det Du_0(x)) \sum_{a,b,i,j=1}^n \det_{F_a,F_b}(Du_0(x)) \varphi_{ai}^i(x) \varphi_{bj}^j(x) \, dx.$$

As $h'(\det Du_0(x))$ is constant, the second sum in the above expression can be written in the form

$$h'(\det Du_0(x)) \frac{d^2}{dt^2} \int_{\Omega} \det(Du_0(x) + tD\varphi(x)) \, dx \bigg|_{t=0}$$
which is zero as \( \varphi \in C_0^\infty(\Omega, \mathbb{R}^n) \) and the determinant is a null Lagrangian. Moreover if the set \( \{ \det Du_0(x); x \in \Omega \} \) is not a singleton the first term also vanishes. This is because \( h' \) is constant on this interval and so \( h'(\det Du_0(x)) = 0 \).

### 3.3 A counterexample

In this subsection we prove the following theorem.

**Theorem 3.3.** There exists an integrand \( f : \Omega \times \mathbb{R}^{m \times n} \to \mathbb{R} \) measurable in \( x \), polyconvex (also smooth) in \( A \), such that the identity map \( u_0 = x \) is a critical point of the corresponding functional \( F \), and the second variation of \( F \) is uniformly positive at \( u_0 \). However \( u_0 \) is not a strong local minimizer of \( F \) in \( A_0^\infty(\Omega) \).

As indicated earlier in Section 1, we assume that \( m = n > 1 \) and take an integrand \( f \) of the form \( f(x, A) = a(x) g(A) \) where \( a \in L^\infty(\Omega) \) is piecewise constant and \( g : \mathbb{R}^{mn} \to \mathbb{R} \) is given by

\[
g(A) = \Phi(v_1, \ldots, v_n) = \sum_{i=1}^n v_i^\alpha + h(\Pi_{i=1}^m v_j).
\]

Here \( h : \mathbb{R} \to \mathbb{R} \) is a sufficiently smooth convex function, \( v_i \geq 0 \) denote the singular values of \( A \), namely the eigenvalues of \( (A^T A)^{1/2} \) and \( 1 < \alpha < n \). The function \( g \) can be shown to be isotropic, polyconvex, strongly elliptic and nonconvex.

Before presenting the proof of Theorem 3.3, we fix some notation. For any \( x \in \mathbb{R}^n \) we set \( x' = (x_1, \ldots, x_{n-1}) \), \( \rho = |x'|/x_n \) and \( r = |x| \). We take \( \Omega \) to be the interior of the right circular cone with vertex at the origin and base on the plane \( x_n = 1 \), i.e. \( \Omega = \{ x \in \mathbb{R}^n : 0 < x_n < 1, \rho < \rho_0 \} \), where \( \rho_0 > 0 \) denotes the radius of the base. We further split \( \Omega \) into two subdomains \( \Omega_1 \) and \( \Omega_2 \) with \( \Omega = \{ x \in \Omega : 0 < x_n < 1/2 \} \), \( \Omega_1 = \Omega \setminus \Omega_2 \) and take \( a(x) = 1 \) for \( x \in \Omega_1 \) and \( a(x) = \eta \) for \( x \in \Omega_2 \) where \( 0 < \eta < 1 \) is to be specified later. It can be easily seen that

\[
\delta F(u_0, \Omega)[\varphi] = \int_{\Omega} a(x) \langle Dg(I), D\varphi(x) \rangle \, dx,
\]

and

\[
\delta^2 F(u_0, \Omega)[\varphi, \varphi] = \int_{\Omega} a(x) D^2 g(I)[D\varphi(x), D\varphi(x)] \, dx,
\]

for all \( \varphi \in W_0^{1,2}(\Omega, \mathbb{R}^n) \). We can now state the following lemma.

**Lemma 3.4.** If \( h'(1) = -\alpha \), then the map \( u_0(x) = x \) is a critical point of \( F \). If in addition \( h''(1) > \alpha(1 - \frac{1}{m}) \) then there exists \( \gamma = \gamma(\alpha, n) > 0 \) such that for all \( \varphi \in W_0^{1,2}(\Omega, \mathbb{R}^n) \)

\[
\delta^2 F(u_0, \Omega)[\varphi, \varphi] \geq \gamma \eta \| \varphi \|^2_{W_0^{1,2}(\Omega, \mathbb{R}^n)}.
\]
Proof. We justify this by a direct calculation of the first and second derivatives of \( g \). According to Theorem 6.4 in [4] for any \( A, F \in \mathbb{R}^{n\times n} \) we can write

\[
\langle Dg(F), A \rangle = \sum_{i=1}^{n} \Phi_{i}(v)A_{ii},
\]

where \( v = (v_1, \ldots, v_n) \) are the singular values of \( F \). Setting \( F = I \), the identity matrix, it follows that \( Dg(I) = (\alpha + h'(1))I \) and hence \( Dg(I) = 0 \) if and only if \( h'(1) = -\alpha \). This shows the first part of the claim.

Referring again to [4] pp. 726, we have that

\[
D^2g(F)[A, A] = \sum_{i,j=1}^{n} \Phi_{ij}(v)A_{ii}A_{jj} + \\
\frac{1}{2} \sum_{i,j \neq j} \left[ (\alpha_{ij} + \beta_{ij})(A_{ij}^2 + (\alpha_{ij} - \beta_{ij})A_{ij}A_{ji}) \right],
\]

(3.8)

where

\[
\alpha_{ij} = \begin{cases} \frac{(\Phi_i(v) - \Phi_j(v))}{(v_i - v_j)} & \text{if } v_i \neq v_j \\ \Phi_{ii}(v) - \Phi_{ij}(v) & \text{if } v_i = v_j \end{cases}
\]

and

\[
\beta_{ij} = \frac{(\Phi_i(v) + \Phi_j(v))}{(v_i + v_j)}.
\]

Setting \( F = I \) it can be checked that \( \alpha_{ij} = \alpha(a-1) - h'(1) \) and \( \beta_{ij} = \alpha + h'(1) \) for all \( 1 \leq i, j \leq n \). If we choose \( h'(1) = -\alpha \) it follows from (3.8) that

\[
D^2g(I)[A, A] = \sum_{i,j=1}^{n} \Phi_{ij}A_{ii}A_{jj} + \frac{1}{4} \alpha^2 \sum_{i,j} (A_{ij} + A_{ji})^2,
\]

where

\[
\Phi_{ij} = \begin{cases} \alpha(a-1) + h''(1) & \text{if } i = j \\ h''(1) - \alpha & \text{if } i \neq j \end{cases}
\]

It is a simple calculation (e.g. based on column and row operations on matrices) to show that for any real \( n \times n \) matrix with diagonal elements \( a \) and off-diagonal elements \( b \) the eigenvalues are given by \( \lambda_1 = \ldots = \lambda_{n-1} = a - b \) and \( \lambda_n = a + (n-1)b \). Therefore for the above matrix \( \Phi \) we have

\[
\lambda_{\min} = \min \left( \alpha^2, \alpha^2 + n(h''(1) - \alpha) \right) \geq 0
\]

provided that \( h''(1) \geq \alpha(1 - (\alpha/n)) \). Hence we can write

\[
D^2g(I)[A, A] \geq \lambda_{\min} \sum_{i=1}^{n} A_{ii}^2 + \frac{1}{4} \alpha^2 \sum_{i,j} (A_{ij} + A_{ji})^2.
\]

(3.9)

This implies that \( D^2g(I)[A, A] \geq 0 \) for all \( A \in \mathbb{R}^{n\times n} \) provided that \( h'(1) = -\alpha \) and \( h''(1) \geq \alpha(1 - (\alpha/n)) \).

It is now easy to see that (3.9) implies \( D^2g(I)[A, A] > 0 \) for every nonzero rank-one matrix whenever \( h'(1) = -\alpha \) and \( h''(1) > \alpha(1 - (\alpha/n)) \). Indeed if
\[ A = a \otimes b \text{ is such a matrix and } D^2 g(I)[a \otimes b, a \otimes b] = 0 \text{ then it follows that } a_i b_j = 0 \and a_i b_j + a_j b_i = 0 \forall 1 \leq i, j \leq n. \text{ But this immediately implies that at least one of } a \text{ or } b \text{ is zero. We can therefore deduce the existence of } \nu = \nu(\alpha, n) > 0 \text{ such that for every } a, b \in \mathbb{R}^n, \text{ the inequality } D^2 g(I)[a \otimes b, a \otimes b] \geq \nu |a|^2 |b|^2 \text{ holds. We can thus write for every } \varphi \in W^{1,2}_0(\Omega, \mathbb{R}^n) \]

\[
\delta^2 \mathcal{F}(u_0, \Omega)[\varphi, \varphi] = \int_{\Omega} a(x) D^2 g(I)[D\varphi(x), D\varphi(x)] \, dx \\
\geq \eta \int_{\Omega} D^2 g(I)[D\varphi(x), D\varphi(x)] \, dx \geq \nu(\alpha, n) \eta \int_{\Omega} |D\varphi(x)|^2 \, dx, \]

and so the result follows by a simple application of Poincaré inequality. \qed

**Proof of Theorem 3.3.** We will present this in two steps.

**Step 1.** We construct a map \( u = u_0 + \varphi \) with \( \varphi \in C_0^\infty(\Omega, \mathbb{R}^n) \) such that \( \mathcal{F}(u, \Omega) < \mathcal{F}(u_0, \Omega) \), for a proper choice of \( \eta > 0 \). To this end choose \( \psi_1 \in C_0^\infty(\mathbb{R}) \) and \( \psi_2 \in C^\infty(\mathbb{R}) \) so that \( \psi_1 = 1 \) on \((1/3, 1/4), \supp \psi_1 \subseteq (0, 1), \psi_1' \geq 0 \text{ on } (0, \frac{3}{4}) \) and

\[
\psi_2(t) = \begin{cases} 
0 & \text{if } t \leq 1/3, \\
1 & \text{if } t \geq 2/3 
\end{cases}
\]

with \( \psi_2^2 \geq 0. \) Let \( \zeta(x) = (1 + (\lambda - 1)\psi_1(r)\psi_2(1 - \rho_0)) \) where \( \lambda > 1, \rho_0^2 \leq \frac{5}{4} \) and define \( u(x) = \zeta(x) x). \) A simple calculation shows that

\[ Du(x) = \zeta I + x \otimes \nabla \zeta, \text{ where } \nabla \zeta = \zeta \frac{2}{r} + \zeta \nabla \rho. \]

Furthermore

\[ \nabla \rho = \frac{1}{x_n} \left[ \frac{x'}{|x'|} - \frac{|x'|}{x_n} \right], \quad x \cdot \nabla \rho = 0, \]

and \( \det Du(x) = \zeta^n + \zeta^{n-1} \frac{2}{r} \). As \( \Omega \subseteq \{ x \in \Omega : r = |x| \leq 3/4 \} \), it follows that

\[ 1 \leq \det Du(x) \leq C_1 + C_2(\lambda - 1)^n \text{ for some constant } C_1, C_2 \text{ and for all } x \in \Omega. \]

We shall now fix \( 1 < \alpha < n \) such that the assumptions of the lemma are satisfied. Moreover we choose \( 0 < \beta < \alpha \) such that \( h(t) \leq -\beta \) for \( 1 \leq t \leq \lambda^n. \)

Thus for \( \lambda \) sufficiently large \( h(\det Du) - h(1) \leq 0 \text{ in } \Omega \). Setting \( D = \{ x \in \Omega : \frac{1}{4} \leq r \leq \frac{3}{4}, \rho_0^2 \leq \frac{1}{4} \} \), it is clear that \( u(x) = \lambda x \) on \( D \) and so we can write

\[ \mathcal{F}(u, \Omega) - \mathcal{F}(u_0, \Omega) = \int_{\Omega} (g(Du(x)) - g(I)) \, dx + \eta \int_{\Omega} (g(Du(x)) - g(I)) \, dx \\
= \int_{\Omega \backslash D} (g(Du(x)) - g(I)) \, dx \\
+ \mathcal{L}^n(D) \{ (n\lambda^n - n + h(\lambda^n) - h(1)) \\
+ \eta \int_{\Omega} (g(Du(x)) - g(I)) \, dx \\
\leq C_3 + C_4(\lambda - 1)^n + \mathcal{L}^n(D) \{ (n\lambda^n - \beta(\lambda^n - 1)) \\
+ \eta \int_{\Omega} (g(Du(x)) - g(I)) \, dx \leq C(\lambda^n + 1) - \mathcal{L}^n(D)\beta(\lambda^n - 1) + \eta \int_{\Omega} (g(Du) - g(I)), \]
where $C, C_3$ and $C_4$ are positive constants that do not depend on $h$. Thus for this specific choice of $u$ we choose $\lambda$ so that the first two terms in the last inequality are negative. Then we select $h$ and finally $\eta > 0$ small enough so that the whole expression is negative.

**Step 2.** We construct a sequence $u_\varepsilon \to u_0$ in $W^{1,r}(\Omega, \mathbb{R}^n)$ for any $r < \infty$, such that $\mathcal{F}(u_\varepsilon, \Omega) < \mathcal{F}(u_0, \Omega)$. For this let $x_0 \in \Omega \cap \{x \in \mathbb{R}^n : x_n = \frac{1}{2}\}$ be an arbitrary point and consider the sequence

$$u_\varepsilon(x) = \begin{cases} u_0(x) + \varepsilon \varphi \left( \frac{x_n - \frac{1}{2}}{\varepsilon} \right) & \text{for } x \in \Omega_{\varepsilon, x_0} \\ u_0(x) & \text{elsewhere} \end{cases}$$

where $\Omega_{\varepsilon, x_0} = x_0 - \frac{\varepsilon}{2} e_n + \Omega_{\varepsilon}$ and $\Omega_{\varepsilon} = \varepsilon \Omega$. It can be easily checked that

$$\mathcal{F}(u_\varepsilon, \Omega) = \int_{\Omega_{\varepsilon}} g(Du_\varepsilon(x)) \, dx + \eta \int_{\Omega_\varepsilon} g(Du_\varepsilon(x)) \, dx$$

$$= \mathcal{L}^n(\Omega \setminus \Omega_{\varepsilon, x_0}) g(I) + \int_{\Omega_{\varepsilon} \cap \Omega_{\varepsilon, x_0}} g(Du_\varepsilon(x)) \, dx$$

$$+ \eta \mathcal{L}^n(\Omega \setminus \Omega_{\varepsilon, x_0}) g(I) + \eta \int_{\Omega_{\varepsilon} \cap \Omega_{\varepsilon, x_0}} g(Du_\varepsilon(x)) \, dx$$

$$= \mathcal{F}(u_0, \Omega) - \mathcal{L}^n(\Omega \setminus \Omega_{\varepsilon, x_0}) g(I) + \varepsilon^n \mathcal{F}(u, \Omega)$$

and therefore $\mathcal{F}(u_\varepsilon, \Omega) - \mathcal{F}(u_0, \Omega) = \varepsilon^n(\mathcal{F}(u, \Omega) - \mathcal{F}(u_0, \Omega)) < 0$. The proof is thus complete. $\square$
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