
�����������	�
���
�

für Mathematik
in den Naturwissenschaften

Leipzig

On the path of a quasistatic crack in

Mode III

(revised version: June 2004)

by

Gerardo Oleaga

Preprint no.: 30 2004





ON THE PATH OF A QUASISTATIC CRACK IN MODE III

GERARDO E. OLEAGA

Abstract. We present an approach to study the path of a crack growing in a
quasistatic regime in a brittle body. The propagation process is modelled by
a sequence of discrete steps optimizing the elastic energy released. A detailed
study of the Mode III case is presented. We obtain an explicit relationship
between the optimal growing direction and the parameters defining the local
elastic field around the tip. This allows to describe a simple algorithm to
compute the crack configuration. A comparison with other models proposed
for the same problem is provided as well.

1. Introduction

One of the basic problems in the field of Fracture Mechanics consists in the
prediction of crack paths once the loading and initial configuration are given. In
this article we study the evolution of a crack growing in a quasistatic regime un-
der the linear elastic theory. By “quasistatic” we mean, roughly speaking, that
the body-crack system is in a state of critical equilibrium. In terms of Griffith’s
classical approach (cf. [11]), this is achieved by the balance between the amount of
mechanical energy that the body is “able” to release and the surface energy needed
for crack advance. Our main result is an explicit formula linking the preferred di-
rection of propagation in terms of some parameters defining the local field around
the tip (cf. (4.17)). This relationship allowed us to describe a simple algorithm to
compute the crack path in a Mode III field (cf. Algorithm 1). Before stating our
main approach we will recall briefly the classical setting for the continuum theory
of brittle fracture, to point out some of the difficulties that we must face.

To fix ideas, consider a two dimensional open set Ω containing an initially straight
crack, with one of its tips in its interior (see Figure 1). When some loading is applied
over ∂Ω, elastic energy is stored in the body. Griffith reasoned essentially as follows:
if we virtually extend the given crack at one of its tips in the same straight line
while keeping the loading fixed, then we can compute the different values of the
stored mechanical energy E (l) (elastic + potential of applied forces) in terms of the
crack extension length l. To produce this virtual extension we would have to release
an amount of energy equivalent (or bigger) to the surface energy of the additional
crack. This condition can be stated as:

(1.1) −∆E ≥ κl,

where κ is a constant of the material measuring the surface energy per unit length
and ∆E := E (l) − E (0) is the mechanical energy variation for the given loading.
Inequality (1.1) should be valid for all small extensions 0 < l̃ < l if we assume that
the crack grows continously from a vanishingly small length. Then we must have
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Figure 1. Griffith’s approach

that:

(1.2) G := lim
l→0+

−∆E

l
≥ κ,

to ensure that the crack propagation is possible. In this case we can say that there
is enough stored energy available to “pay” for the growing crack. The quantity
G is usually referred to as the Energy Release Rate. If G happens to be strictly
greater that κ, there is an excess in the stored energy and other phenomena such
as wave propagation, rate dependent dissipation could take place (cf. [8]). On the
other hand, if G = κ, the crack is able to advance along the given path in a state
of critical equilibrium, which we term as quasistatic propagation. Notice that one
is tempted to write this condition as follows:

d

dl
(E (l) + κl) = 0.

This relationship erroneously suggests that the critical configuration of the crack
is a global minimizer of the total energy E + κl (mechanic+surface energy). It is
to be emphasized that this is far from the spirit of (1.2), which gives us a way to
analyze the stability of the crack configuration, but no clues about its global shape.

In Linear Elastic Fracture Mechanics, the condition for critical growth is quan-
tified by means of the so-called stress intensity factors (cf. [12]). These are key
parameters that play a crucial role, giving the local strength of the field around
the tip. Irwin [12] resolved the local field into three distinct two dimensional fields
or “modes”. The components of the near tip stress with reference to a rectangular
coordinate system are expressed for each of these mode contributions as:

σij =
K√
2πr

Σij (θ) + σ
(1)
ij + o (1) r → 0,

where r, θ are polar coordinates, θ = 0 being the tangent direction to the curve
defining the crack and K = KI, KII or KIII, depending on the mode considered.
The factor K reflects the influence of the geometrical configuration of the body and
the details of the loading for each mode. Irwin showed that G is a local quantity,
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related to the stress intensity factors through the celebrated relationship:

(1.3) G =
1 − ν2

Y

(
K2

I + K2
II

)
+

1
2µ

K2
III,

where Y denotes Young’s elastic modulus, ν the Poisson ratio and µ is one of
Lamé constants (elastic shear modulus). This important formula, combined with
the critical growth condition (Griffith’s criterion), gives one scalar equation for the
crack propagation free boundary problem:

1 − ν2

E

(
K2

I + K2
II

)
+

1
2µ

K2
III = κ.

The meaning of this equality can be stated as follows: for a given configuration we
measure the stress intensity factors and we compute G, if this value happens to be
lower than κ, the crack cannot advance and the configuration is in a state of stable
equilibrium. The crack remains until a change in the loading conditions increases
G up to the critical value. This provides us with only one scalar relationship for
crack motion. We need in principle two such equations to find the evolution of the
curve.

Several criteria were introduced in order to provide the remaining equation. One
of the most popular is the so called symmetry principle (cf. [10]) which states that
along the path the following relationship should be satisfied:

(1.4) KII = 0.

As stated by Cotterell and Rice in [6], this equation is in some sense a necessary
condition if the crack path is assumed to be smooth. These authors studied the
implications of (1.4) for paths slightly deviating from straightness, and also for
kinks, when it is applied to the tip far from the corner. In a more general context,
this criterium was also considered by Leblond [13], and Amestoy & Leblond [1]
while studying the in-plane displacement modes. Some mathematical aspects of
(1.4) are also addressed in the work of Friedman, Hu and Velázquez (see [9]),
where the dependence of the stress intensity factors on crack path is analyzed in a
rigorous setting. They obtained a system of ordinary differential equations for the
evolution of KI and KII assuming a smooth class of crack extensions of parabolic
type (without kinking).

The main drawbacks of relationship (1.4) could be summarized as follows:
• It is physically justified only for smooths paths. While studying a free

boundary problem it is a big disadvantage to restrict the admissible solution
curves from the outset.

• When the initial loading and crack configuration are such that KII �= 0, it is
not evident that the tip will jump in such a way that (1.4) will hold for the
“new” tip around a smooth piece of the path. Moreover, other principles
such as the “maximum energy release rate” need not necessarily coincide
with KII = 0 at the incipient tip (cf. [6]).

• This principle cannot be applied in a pure Mode III setting, and it is not
evident how to generalize its formulation.

A different approach was considered by some authors, valid for all modes of
propagation, which avoids all the disadvantages mentioned (see [4], [7]). They
considered the fracture process as a discrete evolution of fairly general sets. At
each step these sets are found by minimizing the total energy of the crack-body
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system. The admissible competitors are constrained to contain the path defined
in the previous step of the process. One disadvantage of this approach is that
allows, in the set of admissible curves, some paths that may not be compatible
with Griffith’s condition (1.2). “Big cracks” may appear in a single step, without
taking into account the details of the growing process. Some attempts to deal with
the physical limitations of this model are presented by M. Buliga in [5]. To illustrate
the situation we consider the following Figure. In this one-dimensional setting, we

crack extension length

T
o
ta

l
en

er
g
y

actual position

local minimizer

global minimizer

l

lloc

lglob

Figure 2. Global minimization

realize that when the crack grows from position l to position lglob, it should cross
an interval where the derivative of the total energy is positive. This means that
there dE

dl + κ > 0 holds, and then G < κ. There would not be enough “driving
force” to push the tip in that interval. On the other hand, even if the crack goes
from l to lloc, without breaking any basic physical law, one should take care about
how strong is the local field. If G − κ turns to be very large then the propagation
process could be no more quasistatic, and other inertial or dissipative effects should
be included in the model.

We begin our approach to the problem by revising the concept of Energy-Release-
Rate in Section 2. We describe a natural way to find the “optimal” growing direction
using the spirit of Griffith’s ideas. To be fair, this can be considered as a discrete
version of the so-called maximum energy release rate criterium. The setting is ap-
plicable to all modes of propagation. In Section 3 we describe some well-known
facts about Mode III fields, as well as other relationships that are useful for later
purposes. In Section 4 we describe the discrete evolution of the path using the
previous results, providing an algorithm for propagation. As we will see, two terms
in the asymptotic expansion of the energy released with respect to crack length are
needed in Mode III, while it is known that only the first one (ie., the “generalized”
energy release rate) is needed for Modes I and II. The techniques applied are clas-
sical, including complex representation of the fields, Schwarz-Christoffel conformal
map (cf. [14]) and elementary application of perturbation methods for algebraic
equations (cf. [2]). We conclude in Section 5 with some open questions. We give
the basic derivation of the conformal transforms for kinked slits in the Appendix.
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2. Our basic approach

2.1. The Energy-Release-Rate concept revised. We begin by studying the
quantity G defined in (1.2) in more detail. It is known that its value depends on the
overall geometry of the body-crack and the loading conditions. But it is sometimes
bypassed that it depends on the trial paths as well. In other words, instead of
using a straight virtual extension as above, we can add at the tip an arbitrary
piece of curve γ with a well defined arc-length parameter l. We can compute now
G following the new path and study the stability of the configuration as well. We
illustrate this in the following Figure.

Loading

arbitrary crack
extension

�
�(l)

Figure 3. Energy released by an arbitrary virtual extension.

We consider now the following quantity:

(2.1) G (γ) := − lim
l→0+

∆E (l; γ)
l

,

where E (l; γ) defines the value of mechanical energy when the initial crack grows
along the path γ an extension l. We omit explicit reference to the loading and
initial configuration in the notation.

Now the following question arises. If the value of G (γ) depends on the trial
extension, we may have some “unstable” paths for which G is greater than κ,
and some others that cannot be followed just because the energy to be released
is less than the amount needed. A more precise statement should say that the
configuration is in equilibrium if

(2.2) G (γ) ≤ κ

for all admissible extensions γ of the crack. A very simple consequence of this
formulation is the following: If all the paths γ satisfying G (γ) = κ, are tangent
to the same direction, then this will determine the unique way that the crack can
follow inside this family. The critical path (or paths) γ∗ must therefore satisfy the
following additional condition:

(2.3) G (γ∗) = max
γ

G (γ)
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This simple argument allows for studying the crack growth direction without further
physical assumptions or any other ad-hoc propagation law. In a different context,
(2.3) is referred to as the maximum energy release rate condition.

This approach can be applied to the in-plane modes as well. The kinking angle
could be in principle computed by applying condition (2.3). For smooth paths,
some problems regarding crack shape were considered recently by M. Brokate and
A. Khludnev in [3]. They studied the sensitivity of G with respect to the subsequent
crack path. As we will see later, the knowledge of this functional is not enough to
determine the prefered shape in the case of pure Mode III. Roughly speaking, any
smooth path is compatible with (2.3) and we need to include one more term in the
expansion for the energy, proportional to l3/2, l being the length of the extended
path.

2.2. A discrete approach. We model the process of crack advance by means of
a sequence of single steps. Each step will add a path of small length l. Given an
initial configuration we consider the quantity:

−∆E (l; γ) = − (E (l; γ) − E (0)) .

Our aim is to estimate the optimal γ∗ satisfying:

−∆E (l; γ∗) = max
γ

(−∆E (l; γ)) ,

for l > 0 small and fixed.
A simple way to quantify this point of view is to consider an indexed family

of paths covering a wide variety of behaviors. In our setting, we take the kinked
configurations with kinking angle ϕ, |ϕ| ≤ π, indexed by the parameter α :=
ϕ/π (cf. Figure 4). One obvious reason for doing this is the relative simplicity of
these paths which allow for explicit computations of the (asymptotically) preferred
angles of propagation for l → 0+. On the other hand, the small segments should
approximate any rectifiable curve.

As we will see later, −∆E (l; α) (the parameter α is used now to indicate the
trial path) can be expanded in fractional powers of l:

−∆E (l; α) = G (α) l + H (α) l3/2 + O
(
l2
)
,

for a suitable function H (α) . Our main objective is to estimate the optimal angle
α (l) for l → 0+, and in this way to establish a discrete crack propagation law in
terms of the local parameters defining the elastic field. In the following we give a
derivation of these results.

3. General facts about Mode III fields.

3.1. The boundary value problem. Consider a three dimensional body given
by Ω × R := {(x1, x2, x3) : (x1, x2) ∈ Ω, x3 ∈ R} , where Ω is a domain in R2

with piecewise smooth boundary. This setting is typical for Mode III, where the
invariance of the set with respect to x3 allows for some simplifications of the problem
at hand. We recall the equilibrium equations of elasticity in the absence of body
forces:

(3.1) σij,j = 0, 1 ≤ i, j ≤ 3,
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where σ is the stress tensor and the summation convention is assumed. The tensor
σ is linked to the strain tensor ε by the constitutive equations:

(3.2) σij = λδijtr (ε) + 2µεij ,

where tr means the trace and λ, µ are the so called Lamé coefficients. For small
deformations, ε is given in terms of the displacement gradient as follows:

εij :=
1
2

(ui,j + uj,i) .

The boundary conditions are given by:

ui (x1, x2, x3) = Di (x1, x2) , (x1, x2) ∈ ∂DΩ,

in terms of the displacements, and by:

σijnj (x1, x2, x3) = Ti (x1, x2) , (x1, x2) ∈ ∂T Ω,

for the normal stresses. Notice that ∂DΩ ∪ ∂T Ω = ∂Ω and n is a unit normal to
∂Ω.The fields D and T represent the prescribed displacements and tractions at the
boundary. For pure Mode III they further satisfy:

Di ≡ 0, Ti ≡ 0, i = 1, 2.

Taking into account that the boundary conditions are independent of x3, and
due to the symmetry of the domain we can assume (by uniqueness) that the fields
involved are independent of x3 too. Then we can write:

σi3 ≡ σ3i = µu3,i for i = 1, 2,(3.3)

σ33 = λ (u1,1 + u2,2) .

The equilibrium equation for i = 3 in (3.1) is given by:

(3.4) σ31,1 + σ32,2 = 0.

Using the constitutive relationship (3.2) we have that:

(3.5) µ (u3,11 + u3,22) = 0,

stating that u3 is a harmonic function in Ω. The condition for the out of plane
component of the force is given by (notice that n3 ≡ 0):

σ31n1 + σ32n2 = T3, on ∂T Ω,

and taking into account equation (3.3) we have:

u3,1n1 + u3,2n2 ≡ ∂u3

∂n
=

1
µ

T3 on ∂T Ω.

The field u3 is then uncoupled from the other components.
Notation: From now on we will denote u (x1, x2) ≡ u3 (x1, x2, x3) for the out of

plane displacement field. Moreover, we will drop the index 3 in the components of
the stresses and boundary data, ie. we will write T for T3 and D for D3 (we recall
that the other components of the boundary data are zero) and σj for σ3j .
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3.2. The moving boundary value problem. Let us assume that (0, 0) ∈ Ω.
Consider a piecewise smooth Jordan curve Γ0 in Ω as initial crack configuration
such that one of its ends lies in ∂Ω and the other one is located at the origin. We
impose now zero normal stress on the surface Γ0 × R :

σ1n1 + σ2n2 = 0, on Γ0,

which in turn means (cf.(3.3)):

(3.6) µu,1n1 + µu,2n2 ≡ µ
∂u

∂n
= 0 on Γ0,

We then include the Neumann homogeneous type boundary condition for a growing
crack Γ defining in this way a moving boundary problem for the out of plane field
u (x = (x1, x2)):

u,11 + u,22 = 0, x ∈ Ω \ Γ,(3.7)

u (x) = D (x) , x ∈ ∂DΩ,(3.8)
∂u

∂n
(x) = T (x) , x ∈ ∂T Ω,(3.9)

∂u

∂n
(x) = 0 x ∈ Γ,(3.10)

3.3. Energy variation for a crack extension. The main ingredient of our ap-
proach is an expression for the energy variations for different crack configurations.
It is then necessary to consider solutions u ∈ H1 (Ω \ Γ) , or in other words, with
integrable energy.

Consider an extension of the curve Γ0 given by a piecewise smooth curve Γl

indexed by arc extension length, such that:

Γl1 ⊂ Γl2 0 ≤ l1 ≤ l2.

The mechanical energy functional per unit height for each l ≥ 0 is given by:

(3.11) E (l) :=
µ

2

∫
Ωl

|∇ul|2 −
∫

∂T Ω

T ul,

where Ωl := Ω \ Γl. We define the incremental quantities:

∆E := E (l) − E (0) ,

v (x) := ul (x) − u0 (x) x ∈ Ωl ⊂ Ω0

∆Γ := Γl \ Γ0.

Notice that v = 0 on ∂DΩ and ∂v
∂n = 0 on ∂T Ω. We have that:

∆E = µ

∫
Ωl

∇u0 · ∇v +
µ

2

∫
Ωl

∇v · ∇v −
∫

∂T Ω

T v

=
µ

2

∫
∆Γ

(
v+ ∂u0

∂n+
+ v−

∂u0

∂n−

)
,

where we used the identities (3.7)-(3.10) and the fact that
∫
∆Γ± v ∂ul

∂n = 0. On each
side of the slit ∆Γ we have that 
n+ = −
n−, and then we can write:

∆E =
µ

2

∫
∆Γ

[v]
∂u0

∂n+
,
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where the integration is taken with respect to the arc-length parameter and [v] :=
v+ − v− is the jump of the field v across the curve ∆Γ. Recalling the fact that u0

is continuous along ∆Γ we have [v] = [ul] , and then we write the final expression
for the mechanical energy increment in pure Mode III as follows:

(3.12) ∆E =
µ

2

∫
∆Γ

[ul]
∂u0

∂n+
.

Notice that (3.12) is valid for finite extensions and for arbitrary shapes of ∆Γ.

3.4. The asymptotic field. We study now the local field around the crack tip.
This is acomplished by neglecting the effects of the curvature of the pre-existing
crack and the particular geometry of the body, assuming that the tip is far from
the boundary. For this purpose, let us take:

Ω ≡ R
2,(3.13)

Γ0 ≡ {(x1, 0) : x1 ≤ 0} .(3.14)

Given a configuration of Γl ⊃ Γ0 we consider a field ul satisfying the equilibrium
equations:

ul,11 + ul,22 = 0, x ∈ R
2 \ Γl,(3.15)

∂ul

∂n
(x) = 0, x ∈ Γl.(3.16)

Additionally, we require that ul belongs to the class:

(3.17) Cl := ∩r>0H
1 (Br (0) \ Γl) ,

where Br (0) is the disc of radius r, centered at the origin. This condition guarantees
the existence of ∆E in (3.12). Nevertheless, the field ul is still not well defined (for
instance, any added constant satisfies the same conditions). Additionally, we must
impose the matching condition with the initial equilibrium field:

(3.18) lim
x→∞ |ul (x) − u0 (x)| = 0,

uniformly in x, where u0 is a given scalar field satisfying the equilibrium equation
(3.15), the boundary condition (3.16) for l = 0, and belonging to the class C0 defined
in (3.17). The uniqueness of the field ul can be established easily if we transform
the set R2 \ Γl into the upper half plane by conformal mapping. Considering now
two solutions u1

l and u2
l , we have that the transformed difference ∆u = u1

l − u2
l is

harmonic in the upper half plane and satisfies Neumann homogeneous conditions
on the real line. By Schwarz reflection we obtain a harmonic function in the whole
plane with uniform limit 0 at infinity. This function is bounded, since it belongs
to the class Cl. The uniqueness then follows from Liouville theorem. Later on, we
will give explicit conformal maps for the relevant crack extensions. Notice that we
have the freedom to select u0 inside a wide class of functions describing the local
field. Once u0 and Γl are selected, the whole family ul is uniquely defined.

The basic crack configurations that we will use are given by kinked paths (cf. Figure
4 below). Given an angle ϕ, with −π ≤ ϕ ≤ π, and given l ≥ 0 we take:

(3.19) Γl := Γ0 ∪ {(x1, x2) : x1 = r cosϕ, x2 = r sin ϕ, 0 ≤ r ≤ l}.
As above, we denote by ∆Γ the segment defining the extension Γl \Γ0 = {(x1, x2) :
x1 = r cosϕ, x2 = r sinϕ, 0 ≤ r ≤ l}.
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3.5. Complex representation and expansion of the field around the tip.
Notation: We denote by C the set of complex numbers and C∗ := C ∪ {∞} the
extended complex plane. H is the upper half plane including the real line and
H+, H− are the z ∈ C such that Im z > 0 and Im z < 0 respectively.

Consider now equations (3.3) and (3.4) for the stress components:

σ1,1 = −σ2,2,(3.20)

σ1,2 = σ2,1.(3.21)

These are the Cauchy-Riemann equations for the scalar functions σ1 and −σ2.There
exists a complex function η, analytic in Ω \ Γ, such that:

(3.22) µη′ (ζ) = σ1 − iσ2, ζ = x1 + ix2,

and moreover:

(3.23) Re η (ζ) = u.

For Γ = Γ0 (Ω ≡ C) we can apply the conformal map

(3.24) ζ = f0 (z) := −z2,

which sends z ∈ H+ into C \Γ0. We denote by h0 the composition of η0 and f0, to
emphasize the change of domain:

(3.25) h0 (z) := η0

(−z2
)
, Im z > 0.

Now the boundary conditions take the form:

Im h′
0 (z) = 0, for Im (z) = 0.

Applying Schwarz’s symmetry principle (cf. [14]) we can extend analytically h′
0 to

the lower half plane by means of:

(3.26) h′
0 (z) = h′

0 (z̄).

Notice that (3.17) rules out any singularity around the origin. Therefore, h0 admits
an expansion with real coefficients:

(3.27) h0 (z) =
∑
n=0

cn zn, cn ∈ R, z ∈ C

and the following expansion is valid in the original domain:

(3.28) η0 (ζ) =
∑
n=0

cn (−ζ)n/2
, cn ∈ R, ζ ∈ C \ Γ0.

Taking real part and then polar coordinates this expansion turns to be:

(3.29) u0 = Re

(∑
n=0

cn

(√
−ζ
)n
)

= c0 − c1r
1/2 sin (θ/2) − c2r cos (θ) + . . .

The coefficient for r1/2 sin (θ/2) is (up to a multiplicative constant) the so-called
stress intensity factor for Mode III loading:

c1 = − 1
µ

√
2
π

KIII .

This term contains the leading behavior of the field as r → 0.
The asymptotic relationship (3.29) is the typical expression for the Mode III

field around the tip (cf. Freund [8]) of a smooth crack. It is usually obtained by
dimensional arguments and asymptotic analysis. In our case, the basic crack shapes
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considered are the ones defined in (3.19), where the length scale is given by the kink
extension l. If we re-scale the domain with respect to this parameter, the shape of
the kink will remain in the limit. Therefore, the expansion (3.29) is not accurate
near the corner of the path (at distance l from the tip). In order to compute the
energy increments (cf.(3.12)) we need a precise value of the field along the whole
segment ∆Γ. By using the same argument as above, we introduce a new expansion
using a family of conformal maps, indexed by the parameter l (see Appendix A):

(3.30) fl (z) := − (z − a (l))1−α (z − b (l))1+α
,

where α := ϕ/π (−1 ≤ α ≤ 1) and:

(3.31) a (l) := −
√

l

(
1 − α

1 + α

) 1+α
2

, b (l) :=
√

l

(
1 + α

1 − α

) 1−α
2

,

The function given in (3.30) sends the upper half plane H
+ into the set R

2\Γl, where
the curves Γl are defined in (3.19). Moreover fl (R) = Γl and fl ([a (l) , b (l)]) = ∆Γ.
See Figure 4 below.

�z

f (z)l

f (z)0

a b

f (z)0

f ( )
--1

0 ��

��

f ( )
--1

l ��

l
�

Figure 4. The mapping properties of fl and f0.

Under the same arguments that lead to the expansion (3.27), we obtain for
Γ = Γl that the solution ul is the real part of some complex function ηl. Moreover,
writing:

ζ = fl (z) ,

we define:

(3.32) hl (z) := ηl (fl (z)) , Im (z) > 0.

Elementary properties of conformal mapping combined with the Neumann homo-
geneous conditions satisfied by Re ηl (ζ) , give:

Im h′
l (z) = 0, for Im (z) = 0.

By the symmetry principle the extended function

h′
l (z) = h′

l (z̄), z ∈ Im z < 0,

is analytic in the whole plane. Therefore, hl admits an expansion of the form:

(3.33) hl (z) =
∑
n=0

cn (l) zn, cn (l) ∈ R.
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In the original domain we must have the following identity:

(3.34) ηl (ζ) =
∑
n=0

cn (l)
(
f−1

l (ζ)
)n

, cn ∈ R, ζ ∈ C \ Γl.

Notice that for l = 0 and for any ϕ, we have that a (0) = b (0) = 0, then:

f0 (z) = −z2,

and we recover the expansion (3.28) for η0. We prove now the following simple
result.
Proposition 1. The field ul satisfying (3.15)-(3.18) is given by the real part of the
non negative powers in the Laurent representation of gl (z) := η0 (fl (z)) around the
origin, namely:

(3.35) ul (fl (z)) = Re
1

2πi

∫
C

gl (ζ)
ζ − z

dz ,

where C is a curve enclosing z and the interval Il := [a (l) , b (l)] is defined in (3.31).

Proof. The real function given by:

vl (x) := ul (x) − u0 (x)

is harmonic in R2 \ Γl. By the matching condition (3.18) it goes to zero uniformly
at infinity. By (3.16) satisfies homogeneous Neumann boundary conditions on Γ0

and
∂vl

∂n
(x) = −∂u0

∂n
(x) x ∈ ∆Γ.

If we look at this function through the map fl (z) , we have that vl (fl (z)) is har-
monic in the upper half plane, it goes to zero at infinity, satisfies homogeneous
Neumann boundary conditions on R \ Il and non homogeneous Neumann condi-
tions on Il. It can therefore be extended by symmetry to a harmonic function in
C \ Il. By analytic completion of the Poisson formula for the upper half plane we
have that:

vl (fl (z)) = Re pl (z) ,

where

pl (z) :=
1
π

∫ b(l)

a(l)

rl (t)
t − z

dt,

rl (x) = −
∫ x

a(l)

sig (t)
∂u0

∂n
(fl (t)) |f ′

l (t)| dt a (l) ≤ x ≤ b (l) ,

where sig(t) = −1 for t < 0 and sig(t) = +1 for t > 0. Notice that rl (b (l)) = 0. The
function pl is holomorphic in C∗ \ Il (recall that C∗ := C∪{∞}) and pl (∞) = 0. It
therefore admits a Laurent expansion for |z| > R > max {−a (l) , b (l)} with strictly
negative powers of z. Using the notation introduced in (3.32), we have that:

hl (z) = gl (z) + pl (z) ,

where gl (z) := η0 (fl (z)) . As hl is analytic in C (cf. 3.33) we must have that gl and
pl share the negative powers in z (with opposite sign) in their respective Laurent
expansions around z = 0. Therefore, if the curve C encloses z and Il, we must have
that:

(3.36) hl (z) =
1

2πi

∫
C

gl (ζ)
ζ − z

dζ,
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and (3.35) follows. �

Corollary 1. The coefficients cn (l) in (3.33) satisfy the following relationship:

(3.37) cn (l) = cn + (n + 1) cn+1b0 (l) + O (l) ,

where b0 (l) =
√

lb0 (1) is the constant term in the Laurent expansion for χl :=
f−1
0 ◦ fl as z → ∞.

Proof. The function gl (z) may be written as follows (cf. (3.24) and (3.25) above):

gl (z) = η0 (fl (z)) = h0

(
f−1
0 ◦ fl (z)

)
.

We denote by χl the function f−1
0 ◦ fl, which sends the upper half plane in a one to

one way to the upper half plane minus the set f−1
0 (∆Γ) . Notice that χl is real on

R\ Il and therefore can be extended by symmetry to an analytic univalent function
on C \ Il. Moreover it admits an expansion of the form (cf. (3.30)):
(3.38)

χl (z) =
√

(z − a (l))1−α (z − b (l))1+α = z + b0 (l) +
b1 (l)

z
+

b2 (l)
z2

. . . z → ∞,

Due to the following scaling property of χl:

(3.39) χl (z) =
√

lχ1

(
z/

√
l
)

,

we have that:

(3.40) bn (l) = l
n+1
2 bn (1) .

We use now the formula for the coefficients in a Laurent expansion (cf. [14]), taking
into account the series for h0 given in (3.27) and (3.36):

cn (l) =
1

2πi

∫
C

gl (ζ)
ζn+1

dζ =
1

2πi

∫
C

h0 (χl (ζ))
ζn+1

dζ =
1

2πi

∞∑
j=0

cj

∫
C

χj
l (ζ)

ζn+1
dζ

From (3.38) we obtain:

cn (l) =
1

2πi

∞∑
j=0

cj

∫
C

dζ

ζn+1

(
ζ +

∞∑
k=0

bk (l)
ζk

)j

.

We see at once that:∫
C

dζ

ζn+1

(
ζ +

∞∑
k=0

bk (l)
ζk

)j

= 0 for j < n,

and then we can write:

cn (l) =
1

2πi

∞∑
j=n

cj

∫
C

dζ

ζn+1

(
ζ +

∞∑
k=0

bk (l)
ζk

)j

.

For j = n the contribution inside the parentheses is given by ζn, giving the value
cn. For j = n+1 we have the contribution of ζnb0 (l) giving rise to (n + 1) cn+1b0 (l)
(cf. (3.40)). The next one gives, for j = n+2, the term cn+2

((
n+2

2

)
b2
0 (l) + (n + 2) b1 (l)

)
,

which is of order l. It is easy to see that further terms give corrections of order l3/2

and higher. �
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3.6. A complex-variable formula for the energy variation. It is useful to
express the energy increment in (3.12) by means of a complex integral in the trans-
formed domain z. Let us recall the complex representation of the stresses (3.22)
and displacements (3.23):

σl
1 − iσl

2 = µη′
l (ζ) , ul (ζ) = Re ηl (ζ) .

Notice the superscript l indicating the state of stress corresponding to displacement
ul. If we rotate the axes an angle θ, the tangential and normal components of the
stress change as follows:

σl
t − iσl

n = µη′
l (ζ) eiθ.

This can be easily seen by applying the force balance to a triangle with an appro-
priate orientation. It is worth to mention that σl

t represents the out of plane stress
component (ie., in the x3 direction) when we take a face with normal in direction
θ. Similarly, σl

n is the out of plane stress component when we consider a face with
normal in the direction of θ +π/2. Our purpose is to give an expression for the line
integral:

(3.41) ∆E =
1
2

∫
∆Γ

[ul]
(

µ
∂u0

∂n+

)
=

µ

2

∫
∆Γ

[Re ηl] Im
(
η′
0 eiϕ

)
.

Where n+ is the exterior normal to ∆Γ+, ie. with argument ϕ − π/2.
We apply now the conformal map fl as in (3.32). Recalling the definition of gl:

(3.42) gl (z) := (η0 ◦ fl) (z) ,

then:
µg′l (z) = µη′

0 (fl (z)) f ′
l (z) =

(
σ0

t − iσ0
n

)
(fl (z)) |f ′

l (z)| ,

where now t and n are the directions given by the conformal transformation of
directions z1 and z2 respectively. When z approaches the real axis outside the
interval Il := [a (l) , b (l)] (ie. z2 → 0+, z1 ∈ R\Il), σ0

t , σ0
n represent the tangential

and normal stress components along the initial crack Γ0. Therefore, taking into
account that σ0

n → 0 on Γ0, we have that:

(3.43) µg′l (z) = σ0
t (fl (z)) | f ′

l (z)| ∈ R for z ∈ R\Il.

Let us now change the integration variable in (3.41) by means of ζ = fl (z):

∆E =
µ

2

∫ 0

a(l)

Re hl Im
(
η′
0 eiϕ

) | f ′
l | dz − µ

2

∫ b(l)

0

Re hl Im
(
η′
0 eiϕ

) | f ′
l | dz

=
µ

2

∫ b(l)

a(l)

Re hl Im g′l dz .

where we recall that hl = ηl ◦ fl (cf.(3.32) and (3.42)), fl ([a (l) , 0]) = ∆Γ+ and
fl ([0, b (l)]) = ∆Γ− (cf.(3.31)). Notice also that f ′

l (z) = eiϕ |f ′
l (z)| for a (l) < z <

0, and f ′
l (z) = ei(ϕ+π) |f ′

l (z)| for 0 < z < b (l).
Using the boundary conditions we have that:

(3.44) hl (z) ∈ R for z ∈ R.

On the other hand we can extend the function gl to the lower half plane:

(3.45) gl (z) = gl (z̄), z ∈ Im z < 0.
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By (3.43) this function is real on R\Il and we have that the extended gl is sectionally
holomorphic, ie. it is analytic in the plane with the exception of the segment Il

(cf.(3.31)).
Using now (3.44), (3.45) and the fact that the extended hl (z) is analytic in C

and real for z ∈ R, we obtain:

∆E =
µ

2

∫ b(l)

a(l)

hl Im g′l dz =
µi

4

∫
C

hl g
′
l dz ,

where C is a closed curve in the complex plane surrounding the real interval Il.
After integrating by parts we find that:

(3.46) ∆E =
µ

4i

∫
C

h′
l gl dz

Notice that for l = 0, g0 reduces to h0, the integrand being an analytic function
and the result is therefore zero, as it were expected.

4. The crack path.

4.1. An expansion for ∆E. To clarify the dependence on l, we write (3.46) as
follows (cf.(3.42)):

(4.1) ∆E =
µ

4i

∫
C

h′
l (z) h0 (χl (z)) dz.

This shows more explicitly the role of the conformal maps χl = f−1
0 ◦ fl : H �→ H.

Let us insert the expansions (3.27) and (3.33) in (4.1):

(4.2) ∆E =
µ

4i

∫
C

⎛
⎝∑

j=1

j cj (l) zj−1

⎞
⎠ (∑

k=0

ck (χl (z))k

)
dz.

For k = 0 in the second sum, the integrand is holomorphic and there is no contri-
bution to the integral. Using the scale invariance property χl (z) =

√
lχ1

(
z/

√
l
)

(cf. (3.39)) we find:

∆E =
µ

4i

∫
C

⎛
⎝∑

j=1

j cj (l) zj−1

⎞
⎠
(∑

k=1

lk/2ck

(
χ1

(
z/

√
l
))k

)
dz.

After the change of variables z =
√

lw, this turns to be:

(4.3) ∆E =
µ

4i

∫
C

⎛
⎝∑

j=1

l
j
2 j cj (l) wj−1

⎞
⎠ (∑

k=1

l
k
2 ck (χ1 (w))k

)
dw.

Notice that we can keep the same integration path if C encloses the segment
[a (1) , b (1)] with positive orientation.
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4.2. The energy release rate. We look now for the first term in the expansion
in powers of l. Taking j, k = 1 we see that the lower exponent for l has the value
1, and together with (3.38), (3.37) and (3.40) gives:

∆E =
lµ

4i
c1c1 (l)

∫
C

χ1 (w) dw + O
(
l3/2
)

=
lµ

4i
c2
1

∫
C

(
b0 (1) +

b1 (1)
w

+ . . .

)
dw + O

(
l3/2
)

,

where C is a suitable closed path. The coefficient b1 (1) is computed explicitly from
(3.30) and (3.31), giving the value:

(4.4) b1 (1) = −1
2

(
1 − α

1 + α

)α

.

where we recall that α = ϕ/π, and ϕ is the kinking angle. After integrating, we
have that:

(4.5) ∆E = − lµπ

4
c2
1

(
1 − α

1 + α

)α

+ O
(
l3/2
)

.

This expression shows us immediately the preferred direction of motion. Under
Griffith’s model (cf. [11]) we assume that there is a constant κ, depending on the
material properties, which measures the amount of energy per unit length that we
must give in order to create a unit extension of the crack. For small l, the amount
of elastic energy per unit length that the body can give is determined by the linear
term in the expansion for ∆E, whose negative value is the Energy Release Rate
given in (1.2):

(4.6) G (α) = − lim
l→0+

∆E

l
=

µπ

4
c2
1

(
1 − α

1 + α

)α

.

Notice that G (α) ≥ 0 for every −1 < α < 1. Starting with c1 = 0, and increasing
slowly the loading to raise the stress around the tip (and therefore enlarging |c1|)
there will be a minimum critical value of |c1| which will make G (α) = κ for some
angle α. This threshold will be reached when the universal function:

(4.7) A (α) :=
(

1 − α

1 + α

)α

has its maximum value, which is attained for α = 0 independently of the applied
loading. The critical value of |c1| turns to be:

(4.8) |c1|crit =
√

4κ

µπ
.

If |c1| < |c1|crit the motion of the tip is not possible, since there is not enough
elastic energy available to pay for the surface energy. If |c1| > |c1|crit there is an
excess of energy stored in the body and if the crack starts to grow it will generate
dynamic effects (sound waves). If we remain in a quasistatic growth regime, we
must have |c1| ≈ |c1|crit and there is only one direction satisfying the balance of
energy, namely α = 0. This shows that the motion of a Mode III crack will always
follow the tangent to the initial configuration in a first approximation. In other
words, for a pure out of plane loading, it would not be possible to generate a kink
in the path in a quasistatic regime. As we already mentioned, this is in contrast
with the in-plane modes where a kink is predicted for KII �= 0 (cf. for instance [6]
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and [13]), KII being the so-called stress intensity factor for Mode II loading. A plot
of A (α) is shown in Figure (5).
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Figure 5. The function A (α).

It turns out that the linear term in the expansion of ∆E gives little information
about the initial shape of the growing crack. Moreover, any smooth configuration
of Γ would satisfy the principle of “maximum energy release rate” at each point.
We must therefore look for the next term, which is proportional to l3/2. We note
on pass that (4.6) can also be obtained by means of Irwin type formulae once
the stress intensity factor for the kinked configuration is available. This factor was
already computed by some authors, using integral equation methods and conformal
mapping techniques (cf. for instance, formula 4.16 in [17]).

4.3. The second term in the expansion. Consider (4.3) once more, and notice
that the next power for l is 3/2, given by all the pairs j, k satisfying j + k = 3
and from j, k = 1 from the first correction term of the coefficient c1 (l) = c1 +√

l2c2b0 (1) + O (l) (cf. (3.37) and (3.40)).
Case 1 (j = 1, k = 1 in (4.3)).

µ

4i

∫
C

l c1 (l) c1 χ1 (w) dw = −l G (α) + l3/2µπc1c2 b0 (1) b1 (1) + O
(
l2
)
.

We can compute explicitly b0 (1) from (3.30) and (3.31) obtaining:

(4.9) b0 (1) = −
(

1 − α

1 + α

)α
2 2α√

1 − α2
.

Together with (4.4) this gives (cf. (4.7)):
(4.10)

µ

4i

∫
C

l c1 (l) c1 χ1 (w) dw = −l G (α) + l3/2µπc1c2
α√

1 − α2
A (α)

3α
2 + O

(
l2
)
.
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Case 2 (j = 1, k = 2). The contribution to the integral is given by the expression:

µ

4i

∫
C

l
3
2 c1 (l) c2 (χ1 (w))2 dw =

µ

2i
l
3
2 c1c2

∫
C

b2 (1) + b0 (1) b1 (1)
w

dw + O
(
l2
)

where we used again (3.38). The coefficient b2 (1) is computed explicitly from (3.30),
(3.31), giving the value:

(4.11) b2 (1) = −1
3

α√
1 − α2

(
1 − α

1 + α

) 3α
2

.

From (4.4), (4.9) and (4.11) we have:

b2 (1) + b0 (1) b1 (1) =
2
3

α√
1 − α2

(
1 − α

1 + α

) 3α
2

.

We then obtain the contribution (cf. (4.7)):

(4.12)
µ

4i

∫
C

l
3
2 c1 (l) c2 (χ1 (w))2 dw =

2µπ

3
l
3
2 c1c2

α√
1 − α2

A (α)
3
2 + O

(
l2
)

Case 3 ( j = 2, k = 1 in (4.3)).

µ

4i

∫
C

l3/22 c1c2 (l) w χ1 (w) dt =
µ

2i
l3/2c1c2

∫
C

w χ1 (w) dw + O
(
l2
)

= µπl3/2c1c2 b2 (1) + O
(
l2
)
.

Using (4.11) we obtain:

(4.13)
µ

4i

∫
C

l3/22 c1c2 (l) w χ1 (w) dw = −µπ

3
l3/2c1c2

α√
1 − α2

A (α)
3α
2 + O

(
l2
)

We now gather the contributions given by (4.10), (4.12), (4.13) which together
with (4.5) gives the expression:

(4.14) ∆E = −µπ

4
c2
1 A (α) l +

4µπ

3
c1c2B (α) l

3
2 + O

(
l2
)
,

where we defined the universal function B as follows:

(4.15) B (α) :=
α

(1 − α2)1/2
A (α)

3
2 .

A plot of B (α) for −1 < α < 1 is shown in Figure 6.
Notice that B is zero for α = 0. This is compatible with the fact that ∆E has a

second derivative with respect to l for α = 0 fixed (ie. for a straight motion). This
is also a consequence (through Irwin’s relationship) of the differentiability of the
stress intensity factor for rectilinear paths. On the other hand, we can see that the
energy released is bigger when the sign of the term of power l3/2 is negative. For a
positive c1c2 the tip would release more energy if it goes to the left. If the relative
signs of c1 and c2 are such that c1c2 < 0, then it is better to choose a positive angle.
We will make this statements more precise in the following Section.
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Figure 6. The universal function B (α) in the term of order l3/2.

4.4. The approximate shape of the growing crack. Consider now the approx-
imate expression for the Energy increment:

(4.16) −∆E

µπ
≈ c2

1

4
A (α) l − 4c1c2

3
B (α) l3/2 l → 0+.

For a small (but finite) l we would like to find the angle α (l) that maximizes the
right hand side. We know that this angle should be near zero because the first term
has its maximum in that direction. With the aid of the term of order l3/2 we will
find the asymptotic correction to the straight direction. To this end, consider the
expansions of the analytic functions A and B around α = 0:

A (α) = 1 − 2α2 + O
(
α4
)
,

B (α) = α − 5
2
α3 + O

(
α4
)

The derivatives are then given by:

A′ (α) = −4α + O
(
α3
)
,

B′ (α) = 1 + O
(
α2
)
.

We then gather the lower powers of α in (4.16) that cancel the following expression
to the lowest order:

c2
1

4
(−4α + O

(
α3
))

l − 4c1c2

3
(
1 + O

(
α2
))

l3/2.

We see that lα should be balanced with l3/2 giving as a result:

c2
1α +

4c1c2

3
l1/2 = o

(
l1/2
)

,
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or in other way:

(4.17) lim
l→0+

α

l1/2
= −4

3
c2

c1
.

As we argued before this shows that the sign of the initial angle is determined by
the quotient c2

c1
. In terms of the original coordinates (x1, x2), we have that:

x1 = l cos (πα) ≈ l,
x2

x1
= tan (πα) ≈ πα.

We see that (4.17) is compatible with the following shape for the starting crack:

(4.18) x2 ≈ −4π

3
c2

c1
(x1)

3/2 , x1 > 0.

4.5. A discrete algorithm of propagation. Following the results obtained in
the previous Sections, we describe briefly an algorithm for the pure Mode III prop-
agation of a quasistatic crack. This approach takes full account of the near tip
field and selects the shape according to the discrete version of the maximum energy
release rate criterium. On the other hand it does not violate condition (1.2) during
the propagation process, unless the crack is already at rest.

Consider a domain Ω ⊂ R2, an initial configuration of the crack Γ0, smooth near
its end tip, and boundary data indexed by a parameter t ≥ 0 : (T (t) , D (t)) , where
T indicates the normal stress, and D is the given displacement as in (3.8)-(3.9).
Given a natural number N, we proceed to divide the time interval into a finite
sequence of time steps:

0 ≤ tj ≤ tmax, 0 ≤ j ≤ N.

We should keep in mind that t is not a “physical time” parameter, and there is
nothing in the model connecting the time and length scales. Ideally, the time steps
should be selected in such a way that the “energy excess” in a single step j, should
be of the order of tj+1 − tj . We will go back to this point later.

Given a value of l > 0, the propagation is modelled as a discrete process, each
step consisting of a kink of length l. The angle of kinking is selected according to
the previous results. In each time-step, we can have several kink-steps, depending
on the possibility of reaching a stable equilibrium point. We proceed to describe
the algorithm.
Definition 1. We say that a crack configuration Γj , at “time” step j, is in stable
equilibrium with respect to the loading Lj := (Tj,Dj) if the following inequality
holds:

c2
1 (j) < |c1|2crit .

where |c1|2crit is given in (4.8) and c1 (j) = c1 (Γj , Lj) is the coefficient of the
expansion (3.29), computed for the field u at step j, corresponding to the crack Γj

and loading conditions Lj.

The passage from step j to j + 1, for j < N, is computed as follows:
Algorithm 1. Assume that Γj is in equilibrium with respect to the loading Lj.
Then:

(1) Change the loading to L = (Tj+1,Dj+1), keeping the crack configuration
Γ = Γj fixed.

(2) Compute c1 (Γ, L) .
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a): If c2
1 (Γ, L) < |c1|2crit then we are still in an equilibrium point. If

j + 1 < N put j = j + 1, Γj+1 = Γj and proceed to step 1) again.
b): If c2

1 (Γ, L) ≥ |c1|2crit , then compute c2 (Γ, L) (cf. (3.29)). Add to Γ a
single kink of length l and angle ϕ = − 4π

3
c2
c1

l1/2 (cf. (4.17)). Renovate
Γ:

Γ = Γ ∪ kink (l, ϕ) .

If the moving tip of Γ lies outside Ω stop the propagation. In other
case go to step 2).

Observe that the complete breakdown of the body could be achieved before all
the steps of loading are carried out. This is consistent with the physics, as soon as
we realize that the physical time scale is very long compared with ∆t. In spite of
this, we should take care that the excess of energy in step 2,b)

c2
1 (Γ, L) − |c1|2crit

is not very large, otherwise the quasistatic propagation assumption is violated. Is
easy to add a single step in the algorithm controlling this excess. Notice that
the propagation process should be performed in a situation such that c2

1 (Γ, L) �
|c1|2crit . If a stable equilibrium is reached we change the loading keeping the crack
fixed. If the driving force is equal or greater than the resistance we create more
crack surface until a new equilibrium is reached. The underlying description is
common to any quasistatic process in mechanics.

5. Open questions and final remarks.

We addressed the study of the path followed by a propagating crack in a qua-
sistatic regime. The problem is handled from a discrete algorithm, keeping a “local”
point of view on the optimal direction of propagation and Griffith’s growing condi-
tion (cf. 1.2). We can mention some open questions and related problems.

The approach is well suited for numerical study. The angle condition of step
2 b) in the algorithm is easier to handle than the symmetry principle (cf. [16]).
The corresponding numerical method should need an efficient way to compute the
coefficients c1 and c2 in (3.29). This may be achieved by the use of appropriate J
integrals (cf. [15]).

The well possedness of the scheme, as well as the analysis of further conditions on
the “time” step and the size of the kink ensuring convergence for both parameters
tending to zero are also matter of future research. The regularity of the limiting
curve, for l, ∆t → 0 is interesting as well. According to our results, at any point
of the limiting curve where c2 �= 0 the curvature of the path turns to be infinite
(cf. 4.18). It would be interesting to establish if c2 = 0 is a kind of “continuum limit
condition” for the crack path, analogous to the symmetry principle for the mixed
modes.

In this article we adressed Mode III propagation with some detail. Even though
the main ideas are applicable to the in plane modes as well, the mathematical
difficulties are considerably greater. The out-of-plane field is easier to handle, in
spite of the fact that it was necessary to find more detailed information about the
expansion of the energy released than the one needed for the in-plane modes.
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Appendix A. The basic conformal map for kinked configurations

In order to transform the upper half plane into the plane with a semi infinite
slit and a small kink around the origin we will apply a Schwarz-Christoffel-type of
transformation. If ζ is the variable for the kinked configuration and z is the one
corresponding to the upper half plane, we look for a conformal map ζ = fl(z) that
satisfies:

(A.1) dζ = f ′
ldz = k (z − a)−ϕ/π z (z − b)ϕ/π dz a < 0 < b.

This means that for z ∈ R and dz > 0, when z goes from a− to a+ we have a jump
in the argument of z − a of magnitude −π. Then, the exponent adjusts the jump
of dζ to the angle ϕ. When we cross 0, we have another change in the argument of
dζ of amount −π. As z grows we are going back to zero, in the ζ plane. We must
select the value of b in such a way that the next turn is made in this point, with an
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angle ϕ. In this way, for z > b, ζ must lie in the real negative axis, with dζ < 0 for
dz > 0. We also have to select the constant k in order to start with a positive dζ
for dz > 0, to eventually end with a negative one. The values of k, a and b depend
on l and ϕ. We compute this parameters in the following paragraphs.

Let us call:
α :=

ϕ

π
.

It is easy to check that∫ z

(ζ − a)−α
ζ (ζ − b)α

dζ =
1
2

(z − a)1−α (z − b)1+α
,

for real constants a < b satisfying:

(A.2)
a

b
= − (1 − α)

(1 + α)
.

From (A.1) we obtain the following expression for fl:

(A.3) fl(z) =
k

2
(z − a)1−α (z − b)1+α ,

where we also imposed that fl (a) = 0. Notice that we have then fl (b) = 0, ie. the
two values a and b correspond to the kink corner located at the origin. The kink
tip corresponds to the origin in the z plane, ie. we must have that fl (0) = leiϕ.

We now proceed to compute constants a, b for a given length of the kink l. From
(A.3) and (A.2), we should have that:

fl(0) ≡ l eiϕ = −k

2
eiϕ (−a)1−α (b)1+α ,

and we obtain:

l = −k

2
(−ab)

(
− b

a

)α

.

We have then the following two equations for a and b:

a

b
= −1 − α

1 + α
, ab =

2l

k

(
1 − α

1 + α

)α

.

Multiplying both:

(A.4) a2 = −2l

k

(
1 − α

1 + α

)1+α

→ a = −
√
−2l

k

(
1 − α

1 + α

) 1+α
2

(a < 0).

And we have then that:

(A.5) b =

√
−2l

k

(
1 + α

1 − α

) 1−α
2

.

For l = 0, we want to recover the transformation:

(A.6) f0(z) = −z2,

and then we can fix a value for k. We have from (A.4) and (A.5) that a = 0 and
b = 0 for l = 0. Going back to (A.3) we have that:

f0(z) =
k

2
z2 ,

and then we obtain (cf. (A.6)):

(A.7) k = −2.
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We summarize the results in the following formulae:

fl(z) = − (z − a (l))1−α (z − b (l))1+α
,(A.8)

a (l) = −
√

l

(
1 − α

1 + α

) 1+α
2

,(A.9)

b (l) =
√

l

(
1 + α

1 − α

) 1−α
2

.(A.10)
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plutense de Madrid, 28040 Madrid (Spain).

Current address: Max Planck Institute for Mathematics in the Sciences, Inselstrasse 22, 04103
Leipzig (Germany).

E-mail address: oleaga@mat.ucm.es


