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Abstract. We consider elliptic partial differential equations and provide a method constructing solutions with critical integrability properties. We illustrate the technique by studying isotropic equations and equations in non-divergence form in the plane.

1. INTRODUCTION

In the theory of the elliptic partial differential equations with bounded measurable coefficients the solutions are basically assumed to have square summable derivatives; for equations of non-divergence form the assumptions concern the second derivatives. It is well known that there is a range of exponents beyond the $p = 2$ where the $L^p$-theory of derivatives is still valid. Recent developments in the theory of planar quasiconformal mappings, in particular the area distortion theorem obtained by the first author in [1] and the invertibility of Beltrami Operators proved in [4], have in two dimensions provided the precise range for these exponents, see [2], [20] and Theorem 1.1 below. For more information see also the monograph [3]. These ranges of exponents depend only on the ellipticity constants of the equation.

It is a natural question if restricting the range of the ellipticity matrix could yield higher integrability for the gradients of the solutions. We present in this article a general method for constructing examples which show that such improved regularity is not possible and that beyond the critical exponents the theory is not valid anymore.

Let us start by recalling the basic notations and the positive results.

Theorem 1.1. Let $K \geq 1$ and $\frac{2K}{K+1} \leq q$. Let $\Omega \subset \mathbb{R}^2$ be a bounded domain and let $\sigma(x) : \Omega \rightarrow \mathbb{R}^{2 \times 2}_{\text{sym}}$ be a measurable function such that for almost every $x$,

\begin{equation}
\frac{1}{K} I \leq \sigma(x) \leq K I
\end{equation}

in the sense of quadratic forms.

Let $u \in W^{1,q}_{\text{loc}}(\Omega)$ be a weak solution of the equation

\begin{equation}
\text{div} \sigma(x) \nabla u = 0
\end{equation}

in $\Omega$. Then $u \in W^{1,p}_{\text{loc}}(\Omega)$ for all $p < \frac{2K}{K-1}$.
Here $\mathbb{R}^{2 \times 2}_{\text{sym}}$ represents the space of symmetric matrices with real entries.

Theorem 1.1 was obtained by Leonetti and Nesi in [20] where they discovered that under the assumptions (1), (2) the solution $u = \Re f$, where $f$ is a $K$-quasiregular mapping, with the same $K$. Since the work of the first author [1] says that a $K$ quasiregular mapping in $W^{1,q}$ is immediately in $W^{1,p}$ whenever $\frac{2K}{K+1} < q < \frac{2K}{K-1}$, Theorem 1.1 follows. In addition, in the theorem we have included the end point $q = \frac{2K}{K+1}$. This case follows from the recent result of Petermichl and Volberg (see [4],[28],[10]).

The classical examples built on the radial stretching $u(x) = \Re (x|x|^{-1})$ show that for general $\sigma$ the range of exponents $p, q$ cannot be improved without extra assumptions. On the other hand, there was the hope that if the range of $\sigma$ was restricted then the gradients would enjoy higher integrability. A basic example pointing towards this direction is the work of Piccinini and Spagnolo [29]. There it is shown that if $\sigma(x) = \rho(x) I$, where $\rho$ is a real valued function with $1/K \leq \rho(x) \leq K$, then $u$ has a better Hölder regularity than in the case of a general $\sigma$.

Our first theorems show, however, that for Sobolev regularity one can not improve any of the critical exponents $\frac{2K}{K+1}, \frac{2K}{K-1}$ even if the essential range of $\sigma$ consists of only two matrices.

**Theorem 1.2.** Let $\Omega$ be a bounded domain in $\mathbb{R}^2$ and let $K > 1$. Then there exists a measurable function $\rho_1 : \Omega \to \{\frac{1}{K}, K\}$ such that the solution $u_1 \in W^{1,2}(\Omega)$ to the equation

\[
\begin{align*}
\operatorname{div} \rho_1(x) \nabla u_1(x) &= 0 \quad \text{in } \Omega \\
u_1(x) &= x_1 \quad \text{on } \partial \Omega
\end{align*}
\]

satisfies for every $B(x, r) \subset \Omega$ the condition

\[
\int_{B(x,r)} |\nabla u_1|^{\frac{2K}{K-1}} = \infty.
\]

**Theorem 1.3.** For every $\alpha \in (0,1)$ there exists a measurable function $\rho_2 : \Omega \to \{\frac{1}{K}, K\}$ and a function $u_2 \in C^\alpha(\overline{\Omega})$ such that $u_2(x) = x_1$ on $\partial \Omega$,

\[
\begin{align*}
\operatorname{div} \rho_2(x) \nabla u_2(x) &= 0 \\
u_2 \in W^{1,q}(\Omega) \quad \text{for all } q < \frac{2K}{K+1}, \text{ but for every } B(x, r) \subset \Omega
\end{align*}
\]

\[
\int_{B(x,r)} |\nabla u_2|^{\frac{2K}{K+1}} = \infty.
\]

As a particular consequence, Theorems 1.2 and Theorem 1.3 apply also to the quasiregular mappings since $u_1 = \Re f$ where $f$ is quasiregular
with

(6) \[ \partial_z f = \pm k \partial_z f, \quad k = \frac{K - 1}{K + 1}. \]

The same ideas yield extremal solutions also to the Beltrami equation

(7) \[ \partial_z f = \pm k \partial_z f, \]

for details see Remark 3.4.

Remark 1.1. Our methods do not imply that \( \rho_1 \) and \( \rho_2 \) in the above theorems could be equal. Surprisingly, in the analogous problem for the Beltrami equation (7) a simple argument shows that this choice can be made. To see this, let \( f_2 \) be the very weak solution of (7) constructed in Theorem 3.2, with \( \mu f_1 = k \partial_z f_2 \) and \( u_2 = \Re f_2 \) satisfying (5). Let \( f_1 \) be the classical homeomorphic solution to the same equation, i.e. \( f_1 \in W^{1,2}_{loc} \) and \( \partial_z f_1 = \mu \partial_z f_2 \). Suppose that there exists a ball \( B \subset \Omega \) where \( \int_B |\nabla f_2|^{\frac{2K}{K+1} - \varepsilon} < \infty \) for some \( \varepsilon > 0 \). Since \( \nabla f_2 \in L^q(B) \) for any \( q < \frac{2K}{K+1} \), we deduce that \( \nabla f_1 \in L^{p_0}(B) \) and \( \nabla f_2 \in L^{q_0}(B) \) for some dual exponents \( p_0 \) and \( q_0 \). But then, for example by [19, Lemma 6.4], the composition \( f = f_2 \circ f_1^{-1} \) is in \( W^{1,1}(f_1 B) \) and \( f \) obeys the chain rule. Therefore \( \partial_z f = 0 \) a.e. and by Weyl’s lemma \( f \) is analytic. But then \( f_2 = f \circ f_1 \) is also quasiregular, which contradicts the fact that \( f_2 \notin W^{1,2}(B) \).

Let us then consider linear elliptic equations in the non-divergence form. The following theorem follows from the recent work of Astala, Iwaniec and Martin in [2] where quasiconformal techniques are applied for developing the precise \( L^p \) theory for planar equations in non-divergence form.

Theorem 1.4. Let \( K \geq 1 \), let \( \Omega \subset \mathbb{R}^2 \) be a bounded domain and let \( A(x) : \Omega \to \mathbb{R}^{2\times2} \) be a measurable function such that for a.e. \( x \in \Omega \),

\[ \frac{1}{\sqrt{K}} I \leq A(x) \leq \sqrt{K} I, \quad \det A(x) \equiv 1. \]

Let \( u \in W^{2,q}(\Omega), q > \frac{2K}{K+1}, \) be a solution of the equation

(9) \[ \text{Tr} \left( A(x) D^2 u(x) \right) = 0 \]

where \( D^2 u(x) = (\partial_{ij} u(x))_{ij} \) is the Hessian matrix of \( u \). Then \( u \in W^{2,p}_{loc}(\Omega) \) for all \( p < \frac{2K}{K-1} \).

The latter condition on \( A(x) \) in (8) is a normalization which can always be made since \( A \) is bounded above and below and (9) is pointwise linear.

A key fact of the proof is that under the assumptions of the theorem, the complex gradient of \( u \), \( \partial_z u = (u_x, -u_y) \) is a \( K \)-quasiregular mapping. Therefore the ideas from [1],[4],[28] apply.
Concerning the sharpness of the theorem, an example due to Pucci, built on an appropriate radial function shows that there are no \( L^p \) estimates at the lower critical exponent \( p = \frac{2K}{K+1} \). Nevertheless, examples built on radial functions do not seem to work with the upper critical exponent. We not only provide the required examples but again show that the range of \( A(x) \) is as simple as one can ask for.

**Theorem 1.5.** Let \( K \geq 1 \) and let \( \Omega \subset \mathbb{R}^2 \) be a bounded domain.

There exists a measurable \( A_3 : \Omega \rightarrow \left\{ \left( \frac{1}{\sqrt{K}} 0 \right), \left( \sqrt{K} 0 \right) \right\} \) such that the solution \( u_3 \in W^{2,2}(\Omega) \) to the equation

\[
\begin{align*}
\text{Tr}(A_3(x)D^2u_3) &= 0 \quad \text{in } \Omega \\
u_3(x) &= x_1 \quad \text{on } \partial \Omega
\end{align*}
\]

satisfies for every \( B(x,r) \subset \Omega \)

\[
\int_{B(x,r)} |D^2u_3|^{\frac{2K}{K+1}} = \infty.
\]

**Theorem 1.6.** For every \( \alpha \in (0,1) \) there exists a measurable mapping \( A_4 : \Omega \rightarrow \left\{ \left( \frac{1}{\sqrt{K}} 0 \right), \left( \sqrt{K} 0 \right) \right\} \) and a function \( u_4 \in W^{2,q}(\Omega) \cap C^{1,\alpha}(\Omega) \) for all \( q < \frac{2K}{K+1} \), such that

\[
\text{Tr}(A_4(x)D^2u_4) = 0
\]

in the sense of distributions but for every \( B(x,r) \subset \Omega \)

\[
\int_{B(x,r)} |D^2u_4|^{\frac{2K}{K+1}} = \infty.
\]

Theorem 1.2 is a generalization of [11] which in turn has roots in [22] where Milton proposed as extremal configurations the so-called layered construction with infinitely many scales involved. In [11] the second author interpreted Milton’s idea from a different point of view introducing the so-called staircase laminates and used Beltrami Operators to complete the technical details left open by Milton. Unfortunately, the method in [11] yield only a sequence of equations of the type (3), such that the corresponding solutions \( \{u_j\}_{j=1}^{\infty} \) satisfy

\[
\lim_{j \to \infty} \int_B |\nabla u_j|^{\frac{2K}{K+1}} = \infty.
\]

Moreover, the method is not valid for showing that the lower critical exponent \( \frac{2K}{K+1} \) is sharp.

In this work we replace the use of Beltrami Operators by versions of convex integration. It was discovered by V. Šverák and S. Müller that the method of convex integration, introduced by M. Gromov [14]
for solving partial differential inclusions could be adapted to the Lipschitz setting. This method has then been successfully applied to produce minimizers to certain variational problems motivated by nonlinear elasticity where direct methods fail due to lack of lower semicontinuity ([24, 23]). The same authors also used convex integration in [25] to construct counterexamples to regularity for elliptic systems (see also [33]). The method has been intensively studied and adapted to produce weak solutions to various other problems [17, 32, 18, 35]. Another, similar method for solving partial differential inclusions, which followed more closely the classical Baire category approach to solving ordinary differential inclusions has been pursued by B. Dacorogna and P. Marcellini in [8] (see also [9, 36]).

Generally, convex integration is a method for solving differential inclusions of the type

\[ \nabla f(x) \in E \]

where \( E \) is a given closed set of matrices. Roughly speaking the method consists of iteratively constructing layers within layers of oscillations, starting with an affine function whose gradient is in a suitably defined "hull" of \( E \) (see Section 2) and iteratively pushing the gradients towards \( E \) itself. During the iteration scheme it suffices to keep track of the gradient distribution of the approximating sequence, instead of controlling the pointwise behavior of the gradients.

Our plan of proof for Theorems 1.2, 1.3 and Theorem 1.5, 1.6 is as follows. We rewrite the equations as differential inclusions, in Lemmas 3.1 4.1, and then proceed with convex integration. The first step is to find a sequence of laminates (see Definition 2.1) with the required integrability properties. These will be called the staircase laminates, following [11, 12]. We remark that the construction of this type of laminates seems very flexible and adaptable to other situations. For example in [5] and [6] they have been used in relation with the problem of regularity of rank-one convex functions.

Once we find staircase laminates supported in the appropriate sets, we proceed in a different way for the lower and upper critical exponents. For the upper critical exponents we are dealing with honest quasiregular mappings. This allows us to fit the set of solutions of (3) into a natural metric space setting. Then we can adapt the elegant method of B. Kirchheim in [17] and use Baire category. This approach is based on the observation that points of continuity of the gradient are typically residual.

For the lower critical exponent we are not able to find a natural metric space setting. The reason is that the only norm which we are able to bound is the \( W^{1,1} \) norm (see Remark 3.6). Instead we follow the lines of the original approach of Müller and Šverák [25] of successive modification on smaller and smaller sets via a sequence of in-approximations.
In our case the in-approximations take a particularly simple form, as the corresponding \( p \)-rank-one convex hull is the whole space, but we need to take care that the gradients diverge on sufficiently large sets in any ball of the domain. This approach also has the advantage that we get very precise information on the integrability of the gradient, namely that our solutions have gradient in the space \( L^{\frac{2K}{K+1}} \) (see Theorem 3.2).

2. Preliminaries

We start by introducing the following notation. For matrices \( A \in \mathbb{R}^{2 \times 2} \) write \( A = (a_+, a_-) \) where \( a_+, a_- \in \mathbb{C} \) denote the conformal coordinates. That is, if we identify the vector \( v = (x, y) \in \mathbb{R}^2 \) with the complex number \( v = x + iy \), the relation

\[
Av = a_+v + a_-\overline{v}
\]

holds. For future reference we record that multiplication of matrices in conformal coordinates corresponds to

\[
AB = (a_+b_+ + a_-b_- , a_+b_- + a_-b_+)
\]

and that \( \text{Tr}A = 2\Re a_+ \). Also

\[
\det A = |a_+|^2 - |a_-|^2, \\
|A|^2 = 2|a_+|^2 + 2|a_-|^2, \\
\|A\| = |a_+| + |a_-|,
\]

where \( |A| \) and \( \|A\| \) denote the Hilbert-Schmidt and the operator norm respectively.

By \( \mathcal{M}(\mathbb{R}^{m \times n}) \) we denote the set of signed Radon measures on \( \mathbb{R}^{m \times n} \) with finite mass. By the Riesz representation theorem, \( \mathcal{M}(\mathbb{R}^{m \times n}) \) can be identified with the dual of the space \( C_0(\mathbb{R}^{m \times n}) \) of continuous functions vanishing at infinity. Given \( \nu \in \mathcal{M}(\mathbb{R}^{m \times n}) \) with finite first moment we use the notation

\[
\overline{\nu} = \int_{\mathbb{R}^{m \times n}} \lambda d\nu(\lambda)
\]

and call \( \overline{\nu} \) the barycenter of \( \nu \).

Now we turn to convex integration. The basic building block for solving partial differential inclusions is the following lemma. Here, and in the rest of the paper, we will say that a mapping \( f : \Omega \to \mathbb{R}^2 \), continuous up to the boundary, is piecewise affine (or piecewise quadratic) if there exists a decomposition of \( \Omega \) into countable pairwise disjoint open subsets \( \Omega_i \) with \( |\partial \Omega_i| = 0 \) and

\[
|\Omega \setminus \bigcup_i \Omega_i| = 0,
\]

such that \( f \) is affine (resp. quadratic) on each subset \( \Omega_i \).
Lemma 2.1. Let $\alpha \in (0, 1)$, $\varepsilon, \delta > 0$ and let $\Omega \subset \mathbb{R}^n$ be a bounded domain.

(i) Let $A, B \in \mathbb{R}^{m \times n}$ with rank$(A - B) = 1$ and suppose $C = \lambda A + (1 - \lambda)B$ for some $\lambda \in (0, 1)$. There exists a piecewise affine Lipschitz mapping $f : \Omega \to \mathbb{R}^m$ such that

(a) $f(x) = Cx$ if $x \in \partial \Omega$,
(b) $|f - C|_{C^{0}(\overline{\Omega})} < \varepsilon$,
(c) $|\{x \in \Omega : |\nabla f(x) - A| < \delta\}| = \lambda |\Omega|$,  
(d) $|\{x \in \Omega : |\nabla f(x) - B| < \delta\}| = (1 - \lambda) |\Omega|$.

(ii) If in addition to part (i) we assume that $A, B \in \mathbb{R}_{\text{sym}}^{n \times n}$, then the map $f$ can be chosen so that $f = \nabla u$ for some piecewise quadratic $u \in W^{2, \infty}(\Omega)$.

Proof. Part (i) of the lemma is standard in the literature (see [24]), but usually with $C^0$ instead of $C^\alpha$ approximation in (b). The estimate $|f - C|_{C^0} < \varepsilon$ is obtained by rescaling the function. That is, fixing $r > 0$ we cover $\Omega$ by small copies of itself up to measure zero, so that

$$\left|\Omega \setminus \bigcup_{i=1}^{\infty} (a_i + r_i \Omega)\right| = 0$$

with $r_i < r$, and then place in each copy the rescaled function $f_{r_i, a_i}(x) = r_i f(r_i^{-1} (x - a_i)) + Ca_i$. The estimate follows immediately since the $C^\alpha$ norm decreases as $r \to 0$.

Part (ii) is an easy example of convex integration. Firstly, [17, Proposition 3.4] yields a piecewise quadratic scalar function $u_1$ such that

- $u_1(x) = \frac{1}{2} \langle Cx, x \rangle$ if $x \in \partial \Omega$,
- $|\{x \in \Omega : D^2 u_1(x) = A\}| > (1 - \varepsilon) \lambda |\Omega|$,
- $|\{x \in \Omega : D^2 u_1(x) = B\}| > (1 - \varepsilon) (1 - \lambda) |\Omega|$,
- $\text{dist} (D^2 u_1(x), [A, B]) < \delta$ a.e. in $\Omega$.

However, we need a function $u$ such that $D^2 u(x)$ belongs to a $\delta$ neighborhood of $\{A, B\}$ instead of a neighborhood of the whole segment $[A, B]$. To achieve this, we iterate the construction of $u_1$ to produce a sequence of piecewise quadratic functions $\{u_i\}_{i=1}^{\infty}$ with the following properties: let

$$U_i = \{x \in \Omega : \text{dist} (D^2 u_i, \{A, B\}) < \delta\}.$$ 

Then,

1. $u_i(x) = \frac{1}{2} \langle Cx, x \rangle$ if $x \in \partial \Omega$,
2. $|\{x \in \Omega : D^2 u_i(x) = A\}| > (1 - \varepsilon) \lambda |\Omega|$,
3. $|\{x \in \Omega : D^2 u_i(x) = B\}| > (1 - \varepsilon) (1 - \lambda) |\Omega|$,
4. $u_j(x) = u_i(x)$ for $x \in U_i$ whenever $j \geq i$,
5. $|\Omega \setminus U_{i+1}| \leq \frac{1}{4} |\Omega \setminus U_i|$ and $U_i \subset U_{i+1}$,
6. $\text{dist} (D^2 u_i, [A, B]) < \delta$ a.e. in $\Omega$. 


It follows from (4) and (6) that the sequence \( \{u_i\} \) converges strongly in \( W^{2,\infty} \) to a function \( u \) such that \( \text{dist} (D^2u(x), \{A, B\}) < \delta \) almost everywhere in \( \Omega \).

The sequence \( \{u_i\} \) is defined by induction. We have already defined \( u_1 \). Suppose that \( u_i \) is given. Then, since \( u_i \) is piecewise quadratic, \( \Omega \setminus U_i \) has a decomposition

\[
\Omega \setminus U_i = \bigcup_j \tilde{U}_j \cup N
\]

where \( \tilde{U}_j \) are open sets on which \( D^2 u_i = \tilde{C} \) for some \( \tilde{C} \) with \( \text{dist} (\tilde{C}, [A, B]) < \delta \) and \( |N| = 0 \). Hence we can write

\[
\tilde{C} = \tilde{\lambda}(A + \tilde{D}) + (1 - \tilde{\lambda})(B + \tilde{D}),
\]

where \( 0 < \tilde{\lambda} < 1 \), and \( \tilde{D} = \tilde{\lambda}A + (1 - \tilde{\lambda})B - \tilde{C} \) satisfies that \( |\tilde{D}| \leq \delta \). Therefore, if we set \( \tilde{A} = A + \tilde{D} \) and \( \tilde{B} = B + \tilde{D} \)

\[
(17) \quad \tilde{C} = \tilde{\lambda}\tilde{A} + (1 - \tilde{\lambda})\tilde{B},
\]

with \( |\tilde{A} - A| < \delta \) and \( |\tilde{B} - B| < \delta \) and

\[
\text{rank}(\tilde{A} - \tilde{B}) = \text{rank}(A - B) = 1.
\]

Thus, we can use again [17, Proposition 3.4] in each \( \tilde{U}_j \) to produce \( \tilde{u}_j \) such that

- \( \tilde{u}_j(x) = \frac{1}{2}\langle \tilde{C}x, x \rangle \) if \( x \in \partial \tilde{U}_j \)
- \( |\{x \in \tilde{U}_j : \text{dist} (D^2\tilde{u}_j, \{A, B\}) < \delta\}| > \frac{3}{4}|\tilde{U}_j| \).

Then the function \( u_{i+1} \) obtained from \( u_i \) by replacing \( u_i \) by \( \tilde{u}_j \) on \( \tilde{U}_j \) (modulo an affine function) fulfills the properties (1)-(6).

It remains to show that we can get the correct volume proportions. To this end, for a given function \( u \) with \( \text{dist} (D^2u, \{A, B\}) < \delta \) let

\[
\mu_u = |\{x \in \Omega : |D^2u(x) - A| < \delta\}|.
\]

The construction outlined above shows that for every \( \epsilon \) there exists a function \( u \) with

\[
(1 - \epsilon)\lambda < \mu_u < (1 + \epsilon)\lambda.
\]

Take \( \epsilon = 1/2 \). Then there is no loss of generality assuming the existence of a function \( u_1 \) with

\[
(18) \quad \frac{\lambda}{2} < \mu_{u_1} < \lambda.
\]

Choose \( \tilde{A} \in B(A, \delta) \) such that

\[
C = (\lambda + \epsilon_1)\tilde{A} + (1 - \lambda - \epsilon_1)B,
\]

for some small \( 0 < \epsilon_1 < \delta/2 \). Now for arbitrary \( \epsilon_2 > 0 \) we repeat the above construction with \( (\lambda + \epsilon_1) \) in the place of \( \lambda \) to obtain a function \( u_2 \) equal to \( 1/2\langle Cx, x \rangle \) on the boundary and such that
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Let $\mu_{u_2} > (\lambda + \epsilon_1)(1 - \epsilon_2)$. Now choose $\epsilon_2 > 0$ so that

$$\mu_{u_2} = \lambda.$$  

From (18) and (19) we deduce that $t \in (0, 1)$, and $\lambda = t\mu_2 + (1 - t)\mu_1$. Finally we divide $\Omega$ in two regions $\Omega_1, \Omega_2$ with $|\Omega_1| = t|\Omega|$ and $|\Omega_2| = (1 - t)|\Omega|$, and place rescaled copies of $u_1$ and $u_2$ in $\Omega_1$ and $\Omega_2$ respectively. This defines our final mapping $u$. It follows that $\mu_u = t\mu_2 + (1 - t)\mu_1 = \lambda$ and this concludes the proof. □

The matrix $A, B$ in the above lemma are said to be rank-one connected and the measure $\lambda \delta_{A} + (1 - \lambda) \delta_{B}$ corresponding to $A$ and $B$ from Lemma 2.1 is called a laminate of first order. The construction in the lemma can be iterated by modifying the map $f$ in the regions where $f$ is affine. For example, in the region where $|\nabla f(x) - B| \leq \delta$, $f$ can be replaced it with a map(also given by the lemma) whose gradient oscillates, on a much smaller scale between neighborhoods of the two rank-one connected matrices $C_1, C_2$ such that

$$B = \lambda C_1 + (1 - \lambda) C_2.$$  

Notice that, as in (17), (20) implies that if $|\nabla f(x) - B| \leq \delta$, then $\nabla f(x) = \lambda' C_1 + (1 - \lambda') C_2$ where $\lambda_1, \lambda_2$ are rank-one connected and they lie in corresponding neighborhoods of $C_1$ and $C_2$. Thus, on each region where $f$ is affine, we can apply Lemma 2.1 to obtain the new mapping. On the level of the gradient distribution this amounts to replacing $\delta_B$ by $\lambda' \delta_{C_1} + (1 - \lambda') \delta_{C_2}$. This type of iteration motivates the following definition ([7], [25], [26] )

**Definition 2.1.** The family of laminates of finite order $\mathcal{L}$ is the smallest family of probability measures in $\mathcal{M}(\mathbb{R}^{m \times n})$ such that

(1) $\mathcal{L}$ contains all Dirac masses.

(2) Suppose $\sum_{i=1}^N \lambda_i \delta_{A_i} \in \mathcal{L}$ and $A_1 = \lambda B + (1 - \lambda) C$ where $\lambda \in [0, 1]$ and rank$(B - C) = 1$. Then the probability measure

$$\sum_{i=2}^N \lambda_i \delta_{A_i} + \lambda_1 (\lambda \delta_{B} + (1 - \lambda) \delta_{C})$$

is also contained in $\mathcal{L}$.

**Proposition 2.1.** Let $\nu = \sum_{i=1}^N \alpha_i \delta_{A_i} \in \mathcal{L}(\mathbb{R}^{m \times n})$ be a laminate of finite order with barycenter $\overline{\nu} = A$. Then, for every $\alpha \in (0, 1)$, $0 < \delta < \min |A_i - A_j|$ and every bounded open set $\Omega \in \mathbb{R}^n$, there exists a piecewise affine Lipschitz mapping $f : \Omega \to \mathbb{R}^m$ such that
i) $f(x) = Ax$ on $\partial \Omega$,  
ii) $|f - A|_{C^0(\Omega)} < \delta$,  
iii) $\{x \in \Omega : |\nabla f(x) - A| < \delta\} = \alpha |\Omega|$,  
iv) $\text{dist} (\nabla f(x), \text{spt } \nu) < \delta$ a.e. in $\Omega$.

Moreover, if $A_i \in \mathbb{R}^{n \times n}_{\text{sym}}$, then the map $f$ can be chosen so that $f = \nabla u$ for some $u \in W^{2, \infty}(\Omega)$.

**Proof.** The proof is by induction using Lemma 2.1. The precise argument is given in [25, Lemma 3.2] with the $C^0$ norm instead of the $C^\alpha$ and matrices in $\mathbb{R}^{n \times n}$. The case of symmetric matrices is handled using part ii) of Lemma 2.1 instead of part i). $\square$

Finally, we recall the definition of certain semiconvex envelopes of sets of $2 \times 2$ matrices.

**Definition 2.2.** Let $E \subset \mathbb{R}^{2 \times 2}$. The polyconvex hull of $E$ is given by

$$E^{pc} = \left\{ A \in \mathbb{R}^{2 \times 2} : \text{there exists } \nu \in \mathcal{M}(\mathbb{R}^{2 \times 2}) \text{ such that } \nu = A, \text{spt } \nu \subset E \text{ and } \det A = \int_{\mathbb{R}^{2 \times 2}} \det d\nu \right\}$$

Similarly the lamination hull of $E$ is given by

$$E^{lc} = \left\{ A \in \mathbb{R}^{2 \times 2} : \nu = A \text{ for some laminate of finite order } \nu \in \mathcal{L}(\mathbb{R}^{2 \times 2}) \right\},$$

and in particular the first lamination hull is

$$E^{lc,1} = \left\{ A \in \mathbb{R}^{2 \times 2} : \nu = A \text{ for some laminate of first order } \nu \right\}.$$

### 3. Isotropic Equations

We start by transforming the set of solutions to the isotropic equation into solutions to a certain differential inclusion.

**Definition 3.1.** For a set $\Delta \subset \mathbb{C} \cup \{\infty\}$, let

$$E_\Delta = \{ A = (a_+, a_-) : a_- = \mu \overline{a_+}, \text{ for some } \mu \in \Delta \},$$

i.e. $E_\Delta$ is the set of matrices with second complex dilatation in $\Delta$. In particular $E_0$ denotes the set of conformal matrices, and $E_\infty$ the set of anti-conformal matrices.

By (15) we get the right-conformal invariance of $E_\Delta$, namely that

$$E_\Delta = E_\Delta X \text{ for all } X \in E_0 \setminus \{0\}.$$

**Lemma 3.1.** Let $K \geq 1$ and $k = \frac{K-1}{K+1}$. Let $\Omega \subset \mathbb{R}^2$ be a bounded domain. Then $u : \Omega \rightarrow \mathbb{R}$ is a weak solution to

$$\text{div } \rho(x) \nabla u(x) = 0$$
for some \( \rho \in L^\infty(\Omega, \{K, \frac{1}{K}\}) \) if and only if \( u = f_1 \) for some \( f : \Omega \to \mathbb{R}^2 \) satisfying
\[
\nabla f \in E_{\{k, -k\}}.
\]

**Proof.** It is convenient to identify \( \mathbb{R}^2 \) with \( \mathbb{C} \), so that \( f_1 = \Re(f) \). Accordingly, let us write \( f = u + iv \). Standard calculations show that
\[
2\partial_z f = \partial_x u + \partial_y v + i(\partial_y u - \partial_x v),
\]
\[
2\partial_{\overline{z}} f = \partial_x u - \partial_y v + i(\partial_y u + \partial_x v),
\]
hence the condition \( \nabla f \in E_{\{k, -k\}} \), or \( \partial_z f = \mu \partial_{\overline{z}} f \), is equivalent to the system
\[
(1 - \mu)\partial_x u = (1 + \mu)\partial_y v,
\]
\[
(1 - \mu)\partial_y u = -(1 + \mu)\partial_x v.
\]
In other words
\[
\frac{1 - \mu}{1 + \mu} \nabla u = J\nabla v,
\]
where \( J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \). But in a simply connected 2-dimensional domain \( \Omega \) a vector-field is divergence-free if and only if it has the form \( J\nabla v \). Hence (24) is equivalent to
\[
\text{div} \frac{1 - \mu}{1 + \mu} \nabla u = 0.
\]

\( \square \)

### 3.1. Upper critical exponent.

Our strategy is as follows. First, we define an appropriate closed and bounded subset \( X \subset W^{1,2} \) which contains all strong solutions to (23). Since bounded subsets of \( W^{1,2} \) are metrizable under the weak topology, we deduce that \( (X, w) \), where \( w \) denotes the weak \( W^{1,2} \) topology is a metric space. Then we prove that functions in \( X \) are points of continuity of the map \( \nabla : (X, w) \mapsto L^2 \) only if they satisfy the inclusion (23). From this we deduce, using that \( \nabla \) is a Baire-1 mapping, that the set of solutions in \( X \) is residual. Finally we show that the set of functions in \( X \) for which (4) holds in any fixed ball \( B(x, r) \) is also residual. For this we use the staircase laminate construction introduced in [11].

**Definition 3.2.** Let
\[
\Delta_k = \left\{ re^{i\phi} : r < k, r^2 \cos^2 \phi > \frac{(1 - r^2)(r^2 - k^4)}{(1 - k^2)^2} \right\},
\]
shown in Figure 1, and let \( \mathcal{U} = E_{\Delta_k} \) (c.f. (21)). Let \( X \) be the closure in the weak topology of \( W^{1,2} \) of the set

\[
X_0 = \left\{ f \in W^{1,\infty}(\overline{\Omega}, \mathbb{R}^2) : \begin{array}{l}
\bullet \text{piecewise affine} \\
\nabla f(x) \in \mathcal{U} \text{ a.e.} \\
f(x) = x \text{ on } \partial \Omega
\end{array} \right\}.
\]

Note that \( \Delta_k \), and hence \( \mathcal{U} \), is open, and that \( E_{\{k,-k\}} \subset \overline{\mathcal{U}} \). In Lemma 3.3 we show that \( X \) is a bounded subset of \( W^{1,2} \) and hence the weak topology is metrizable.

The proofs here are very similar to the work of Kirchheim in [17]. The main difference is that we are dealing with unbounded sets, and so we need to make use of elliptic theory, in particular the relevant apriori estimates and higher integrability, in order to obtain a complete metric space \( X \) whose topology coincides with the weak \( W^{1,2} \) topology.

**Lemma 3.2.** Let \( E_{\{k,-k\}} \) be as in Lemma 3.1 and let \( E^\text{lc,1}_{\{k,-k\}} \) be the first lamination hull. Then

\[
E^\text{lc,1}_{\{k,-k\}} = E^\text{pc}_{\{k,-k\}} = E_{\Delta_k}
\]

with \( \Delta_k \) given in Definition 3.2.

**Proof.**

First we will prove that \( E^\text{pc}_{\{k,-k\}} = E^\text{lc,1}_{\{k,-k\}} \).

Recall that \( X \in E^\text{pc}_{\{k,-k\}} \) if and only if \( X = \nu \) for some probability measure \( \nu \) supported on \( E_{\{k,-k\}} \) and satisfying

\[
\det \nu = \int \det d\nu
\]

The crucial information to use is that \( F \mapsto \det F \) is a convex function when restricted to \( E_{\{k,-k\}} \). Let us write

\[
\nu = \lambda \nu_k + (1 - \lambda) \nu_{-k}
\]
where \( \nu_{\pm k} \) are probability measures with \( \text{spt } \nu_k \subset E_k \) and \( \text{spt } \nu_{-k} \subset E_{-k} \) and barycenters \( Y \) and \( Z \) respectively. Then by Jensen’s inequality we get

\[
\det X \geq \lambda \det Y + (1 - \lambda) \det Z.
\]

Since \( X = \lambda Y + (1 - \lambda)Z \), expanding \( \det X \) gives \( \det(Y - Z) \leq 0 \).

Now consider pairs \( tY \) and \( sZ \) with \( t, s > 0 \) such that for some \( \lambda' \in (0, 1) \) we have \( \lambda'(tY) + (1 - \lambda')(sZ) = X \). Linear independence gives

\[
\lambda' = \frac{\lambda}{t} \quad \text{and} \quad s = \frac{1 - \lambda}{1 - \lambda'},
\]

so that such pairs are parametrized by \( t \in (\lambda, \infty) \) with \( s = s(t) \to \infty \) as \( t \to \lambda \). Let \( d(t) = \det(tY - s(t)Z) \). By the calculation above \( d(1) \leq 0 \) and since \( \det Y, \det Z > 0 \) we have \( d(t) \to +\infty \) as \( t \to \lambda \).

Thus there exists \( t_0 \in (\lambda, 1) \) such that \( d(t_0) = 0 \). But that implies that \( X \in E^{lc,1}_{\{k,-k\}} \).

Next we obtain an explicit description of the lamination hull. A matrix \( X = (x_+, x_-) \) is in the first lamination hull of \( E\{k,-k\} \) if and only if there exists \( \lambda \in (0, 1) \), and matrices \( Y = (y_+, y_-) \in E_k \) and \( Z = (z_+, z_-) \in E_{-k} \) such that

\[
X = \lambda Y + (1 - \lambda)Z \quad \text{and} \quad |y_+ - z_+| = |y_- - z_-|
\]

Substituting \( y_- = k\eta_+, z_- = -k\eta_+, x_- = \mu \eta_+ \) and writing \( t = (1 - 2\lambda) \) we see that \( X \in E^{lc,1}_{\{k,-k\}} \) if and only if

\[
|\mu + kt| = k|k + t\mu|
\]

for some \( t \in [-1, 1] \).

Let \( p(t) = |\mu + kt|^2 - k^2|k + t\mu|^2 \). Then \( p(t) \) is a quadratic polynomial in \( t \), with leading term \( k^2(1 - |\mu|^2)t^2 \).

Notice that

\[
p(1) = (1 - k^2)|\mu + k|^2 \geq 0 \quad p(-1) = (1 - k^2)|\mu - k|^2 \geq 0.
\]

Therefore if \( p \) is concave it has no roots in \([-1, 1]\). So we may assume \( |\mu| < 1 \) and then if \( p \) has a root in \([-1, 1]\), the minimum of \( p \) also lies in \([-1, 1]\). The discriminant of \( p \) is:

\[
D = 4k^2 \left \{ (1 - k^2)^2(\Re \mu)^2 - (1 - |\mu|^2)(|\mu|^2 - k^4) \right \}
\]

and the minimum is at

\[
t_0 = \frac{(1 - k^2)\Re \mu}{k(1 - |\mu|^2)}
\]

Suppose \( D \geq 0 \). Then if \( |\mu| > k \):

\[
t_0^2 = \frac{(1 - k^2)^2(\Re \mu)^2}{k^2(1 - |\mu|^2)^2} \geq \frac{|\mu|^2 - k^4}{k^2(1 - |\mu|^2)^2} > 1
\]
whereas if $|\mu| \leq k$, then
\[ |t_0| = \frac{(1 - k^2)|\Re \mu|}{k(1 - |\mu|^2)} \leq \frac{(1 - k^2)}{1 - |\mu|^2} \leq 1. \]

This proves that $p$ has a root in $[-1, 1]$ if and only if $\mu \in \overline{\Delta_k}$ and thus finishes the second part of the lemma.

\[ \square \]

**Remark 3.1.** The above lemma implies that the $G$-closure of \{\(k, -k\)\} for the problem (6) is $\overline{\Delta_k}$. Similar computations can be found in [12] and [27].

### 3.1.1. Points of continuity of $\nabla$.

**Lemma 3.3.** The space $(X, w)$ is metrizable, and for any $f \in X$ we have $\nabla f(x) \in \overline{U}$ a.e. in $\Omega$. Furthermore the set of continuity points of the map $\nabla : (X, w) \to L^2(\Omega, \mathbb{R}^{2 \times 2})$ is residual in $(X, w)$.

**Proof.** The key information seems to be that we are dealing with elliptic equations, in particular with quasiregular mappings. To prove that $(X, w)$ is metrizable we need to show that $X_0$ is bounded in $W^{1,2}$.

There is no loss of generality in assuming that $\Omega \subset B(0, \frac{1}{2})$. Therefore for $f \in X_0$ the Lipschitz mapping $\tilde{f} = f \chi_{\Omega} + x \chi_{B(0,1) \setminus \Omega}$ is a well defined $K$-quasiregular mapping by the definition of $\mathcal{U}$. Thus, $\Re \tilde{f} = u$ is a solution to
\[ \text{div} \sigma(x) \nabla u(x) = 0 \quad \text{in} \ B(0, 1), \]
where $\sigma$ is a matrix measurable function satisfying (1). Testing the equation with $v(x) = u(x) - x_1$ yields the estimate
\[ \int_{B(0,1)} |\nabla u|^2 \leq K^4 \pi, \]
and using the same argument for $\Im(\tilde{f})$ we obtain that
\[ (26) \int_{B(0,1)} |\nabla \tilde{f}|^2 \leq C(K). \]

Finally, the Sobolev embedding theorem yields the required bound,
\[ (27) \|f\|_{W^{1,2}(\Omega)} \leq C(K, \Omega) \]
for $f$ in $X_0$ and by the weak lower semicontinuity of the $W^{1,2}$ norm for $f$ in $X$. This shows that $(X, w)$ is metrizable with metric $d$. Let us remark that by the compactness of Sobolev embedding the weak topology in $W^{1,2}(\Omega)$ is equivalent to the the strong topology in $L^2(\Omega)$ and in fact, by the Hölder regularity of quasiregular mappings (see for example [19]) to the supremum norm topology. There is no problem in any of the statements with the boundary since $\Omega \subset B(0, \frac{1}{2})$.\]
To prove that $\nabla f(x) \in \overline{U}$ a.e. for any $f \in X$ we use the weak continuity of $F \mapsto \det F$ in $W^{1,p}$ for $p > 2$. Note that if $f_n \to f$ in $W^{1,2}(\Omega)$, then also $f_n \to f$ in $W^{1,p}(\Omega)$ for some $p > 2$ by the higher integrability of quasiregular mappings. This means that $\nabla f(x) \in \mathcal{U}^\text{pc}$ for any $f \in X$, and $\mathcal{U}^\text{pc} = \overline{U}$ by Lemma 3.2.

We now show that $\nabla$ is a Baire-1 mapping. Let $\Delta_k$ be matrix of different quotients (Recall that we have extended functions in $X$ by the identity outside $\Omega$ so that $\Delta_k f(x)$ is defined a.e. in $\Omega$). For all Sobolev functions $f \in W^{1,2}$ we have that
\[
\lim_{k \to \infty} \|\nabla f - \Delta_k(f)\|_{L^2(\Omega, \mathbb{R}^{2 \times 2})} = 0.
\]

On the other hand $\Delta_k$ is easily seen to be a continuous operator from $L^2(\Omega, \mathbb{R}^2) \to L^2(\Omega, \mathbb{R}^{2 \times 2})$. By Sobolev embedding this implies that $\Delta_k$ is continuous as a map from $(X, w) \to L^2(\Omega, \mathbb{R}^{2 \times 2})$. Therefore $\nabla$ is a pointwise limit of continuous mappings, i.e a Baire-1 mapping. It is then a classical result that the points of continuity form a residual set in $(X, w)$ (See [17, page 53] ).

Lemma 3.4. The set of points of continuity in $(X, d)$ of $\nabla$ satisfy $\nabla f(x) \in E_{(k,-k)}$ almost everywhere.

The proof is exactly as in [17] Proposition 3.17. Here we reproduce it for the reader’s convenience. The main point is that if $f$ is piecewise affine with an affine piece $A \in \overline{U} \setminus E_{(k,-k)}$, then (since $\overline{U} = E_{(k,-k)}^{lc,1}$) there exists a rank-one segment through $A$ in $\overline{U}$ of length proportional to the distance to $E_{(k,-k)}$. This permits us, with the help of Lemma 2.1, to produce a perturbation of $f$ showing that it cannot be a point of continuity.

Proof. Suppose for a contradiction that \(\{x \in \Omega : \nabla f(x) \in \overline{U} \setminus E_{(k,-k)}\}\) has positive measure, where $f \in X$ is a point of continuity. Then by Lusin’s theorem there exists a compact $\Omega_0 \subset \Omega$ (with $|\Omega_0| = m > 0$) such that $\nabla f$ is continuous on $\Omega_0$, and $\nabla f(\Omega_0) \cap E_{(k,-k)} = \emptyset$. Since $\nabla f(\Omega_0)$ is compact,
\[
\varepsilon = \frac{1}{2} \text{dist} (\nabla f(\Omega_0), E_{(k,-k)}) > 0.
\]

Let
\[
\mathcal{V} = N_{\varepsilon}(\nabla f(\Omega_0)) \cap \overline{U}
\]
be the $\varepsilon$–neighborhood of $\nabla f(\Omega_0)$ in $\overline{U}$. Since $\overline{U} = E_{(k,-k)}^{lc,1}$, to any $A \in \mathcal{V}$ there exists a rank-one segment connecting $E_{k}$ to $E_{-k}$ and containing $A$. Moreover, as $\text{dist}(A, E_{(k,-k)}) \geq \varepsilon$ by (28), there exists a rank-one matrix $C_A \in \mathbb{R}^{2 \times 2}$ with $|C_A| \geq \varepsilon$ such that
\[
(29) \quad [A - C_A, A + C_A] \subset \overline{U}.
\]
Furthermore, since \( f \) is a point of continuity, there exists \( \delta > 0 \) such that
\[
\| \nabla g - \nabla f \|_{L^2}^2 < \frac{1}{8} \varepsilon^2 m \quad \text{whenever } d(g, f) < \delta.
\]

Take a sequence of piecewise affine functions \( X_0 \ni f_n \to f \) in \((X, d)\). Then in particular (since \( \nabla \) is continuous at \( f \)), \( \nabla f_n \to \nabla f \) in measure, i.e. \(|\{x : |\nabla f_n(x) - \nabla f(x)| > \varepsilon\}| \to 0 \) as \( n \to \infty \). Therefore there exists \( n \) and \( \Omega_1 \subset \Omega_0 \) with \(|\Omega_1| > \frac{m}{2}\) so that
\[
d(f_n, f) < \frac{\delta}{2}, \| \nabla f_n - \nabla f \|_{L^2}^2 < \frac{1}{8} \varepsilon^2 m
\]
and for all \( A \in \nabla f_n(\Omega_1) \) there exists a rank-one matrix \( C_A \) with \(|C_A| > \varepsilon\) so that (29) holds. Since \( \Omega \) is covered up to measure zero by open sets on which \( f_n \) is affine, there exists finite number of disjoint open sets \( G_i \subset \Omega \) such that \( f_n(x) = A_i x \) for \( x \in G_i \),
\[
[A_i - C_i, A_i + C_i] \subset \overline{U}
\]
for some rank-one matrix \( C_i \) with \(|C_i| > \varepsilon\) and \(|\bigcup G_i| > \frac{m}{2}\).

For each \( i \) Lemma 2.1 supplies a piecewise affine function \( \phi_i \) such that \( \phi_i \in W^{1,\infty}_0(G_i, \mathbb{R}^m) \),
\[
(30) \quad \| \phi_i \|_{\infty} < \frac{\delta}{2} \text{ and } \int |\nabla \phi_i| > \varepsilon |G_i|
\]
Let \( g = f_n + \sum \chi_{G_i} \phi_i \). Then \( g \in X \),
\[
d(g, f) \leq d(g, f_n) + d(f_n, f) < \frac{\delta}{2} + \frac{\delta}{2} = \delta
\]
but using Cauchy-Schwarz
\[
\int_{\bigcup G_i} |\nabla g - \nabla f_n|^2 \geq \frac{1}{|\bigcup G_i|} \sum_i \left( \int_{G_i} |\nabla \phi_i| \right)^2 > \varepsilon^2 |\bigcup G_i|
\]
and hence
\[
\| \nabla g - \nabla f \|_{L^2}^2 \geq \frac{1}{2} \| \nabla g - \nabla f_n \|_{L^2}^2 - \| \nabla f_n - \nabla f \|_{L^2}^2 \geq \frac{1}{8} \varepsilon^2 m.
\]
This gives the required contradiction. \( \square \)

**Corollary 3.1.** The set of mappings \( f \) in \( X \) such that \( \nabla f(x) \in E_{\{k,-k\}} \) is residual.

3.1.2. **Staircase laminates and integrability.**

**Proposition 3.1 (The strong staircase).** Every \( A \in \mathcal{U} \) is the center of mass of a sequence of laminates of finite order \( \nu_n \in \mathcal{L} \) supported in \( \mathcal{U} \) with
\[
(31) \quad \lim_{n \to \infty} \int_{\mathbb{R}^{2 \times 2}} |\lambda|^{2K} d\nu_n = \infty
\]
Proof. Let $A = (1,0)$ in conformal coordinates. Then the claim was proved in [11], obtaining measures $\nu_n \in \mathcal{L}$ supported in $E_{(k,-k)} \cap \mathcal{D}$, where $\mathcal{D}$ denotes diagonal matrices. We shift the construction by considering the measures $\nu_n(\cdot) = \nu_n(\cdot + (1,0))$. Recall that $\nu_n$ are supported on matrices of the form $\frac{1}{1+k}(\pm 1,k)$ and $(n,0)$ (in conformal coordinates). Therefore $\text{spt} \tilde{\nu}_n \subset \mathcal{U} \cap \mathcal{D}$. This proves the claim for $A = (2,0)$.

Since the sets are invariant under precomposition with conformal matrices (see (22)), the same is true whenever $A$ is a conformal matrix. Finally we claim that for every $A \in \mathcal{U}$ there is a rank-one segment $[P,Q]$ contained in $\mathcal{U}$ with $Q \in E_0$ such that $A = \lambda P + (1 - \lambda)Q$ and $\lambda \in [0,1)$. Indeed, writing $A = (a_+, a_-)$ in conformal coordinates, let $Q = (a_+ - a_-, 0) \in E_0$. Clearly rank$(A - Q) \leq 1$, since $A - Q = (a_+, a_-)$. Because $\mathcal{U}$ is laminature convex (see Lemma 3.2) and contains $E_0$, it also contains the whole segment $[A, Q]$. Furthermore, as $\mathcal{U}$ is open, the segment can be nontrivially extended to some $P \in \mathcal{U}$ so that $A \in [P, Q]$. Then the required laminates can be defined as

$$\nu_n = \lambda \delta_P + (1 - \lambda)\tilde{\nu}_n,$$

where $\tilde{\nu}_n$ are laminates with barycenter $Q$, constructed in the previous step. \hfill \square

Proposition 3.2. For any ball $B = B(x,r) \subset \Omega$ the set

$$X_{B,M} = \{ f \in X : \int_{B(x,r)} |\nabla f|^\frac{2K}{K-1} \leq M \}$$

is closed and has no interior in $X$.

Proof. By lower-semicontinuity of the norm $X_{B,M}$ is closed in the weak topology of $W^{1,2}(\Omega)$.

Suppose for a contradiction $X_{B,M}$ has nonempty interior for some $B$ and $M$. Then there exists $f \in X_0 \cap X_{B,M}$ and $\varepsilon > 0$ such that

$$\int_B |\nabla g|^{\frac{2K}{K-1}} \leq M$$

evertheless $g \in X$ with $d(g, f) < \varepsilon$.

Take any subdomain $\Omega_0 \subset B$ where $f$ is affine, say $f(x) = Ax$ with $A \in \mathcal{U}$. By Proposition 3.1 there exists a laminate $\nu \in \mathcal{L}$ with barycenter $\nu = A$ such that $\int_{\mathbb{R}^2} |\lambda|^{\frac{2K}{K-1}} d\nu > 2M$. Correspondingly, by Proposition 2.1 there exists a sequence $\phi_j \in W^{1,\infty}(\Omega_0, \mathbb{R}^n)$ such that $\nabla \phi_j \to A$ in $W^{1,2}(\Omega_0)$, $\phi_j = A$ on $\partial \Omega_0$ and $\lim_{j \to \infty} \int_{\Omega_0} |\nabla \phi_j|^{\frac{2K}{K-1}} \geq 2M$. Then the sequence $f_j = f + \chi_{\Omega_0}(\phi_j - A)$ satisfies $f_j \in X \setminus X_{B,M}$ for sufficiently large $j$. On the other hand $d(f_j, f) \to 0$, and this is a contradiction. \hfill \square

Corollary 3.2. The set of points in $X$ such that $\int_{B(x,r)} |\nabla f|^{\frac{2K}{K-1}} = \infty$ for all $B(x,r) \subset \Omega$ is residual in $(X, d)$. 


Proof. This follows since 

\[ \{ f \in X : \int_{B(x,r)} |\nabla f|^{2K - 1} < \infty \text{ for some } B(x,r) \} = \bigcup_{M=1}^{\infty} \bigcup_{i=1}^{\infty} X_{B_i,M} \]

where \( B_i \) is an enumeration of balls in \( \Omega \) with rational centers and radii. Therefore since each \( X_{B_i,M} \) is of first category, the (countable) union is also of first category. \( \square \)

Combining Corollaries 3.1 and 3.2 yields the following theorem:

**Theorem 3.1.** Let \( K > 1 \) and \( k = \frac{K - 1}{K + 1} \). For any bounded open set \( \Omega \subset \mathbb{R}^2 \) there exists a mapping \( f \in W^{1,2}(\Omega; \mathbb{R}^2) \) with the following properties:

(i) \( f(x) = x \) on \( \partial \Omega \),

(ii) \( \nabla f(x) \in E_{\{k,-k\}} \) a.e. in \( \Omega \),

(iii) For any ball \( B \subset \Omega \) we have \( \int_B |\nabla f(x)|^{2K - 1} dx = \infty \).

### 3.2. Lower critical exponents

In the following \( J = (0,1) \) in conformal coordinates, i.e.

\[ J \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = \begin{pmatrix} x_1 \\ -x_2 \end{pmatrix}. \]

This subsection consists essentially of two parts. First we deal with the geometry of \( E_{\{k,-k\}} \), in particular we show that any matrix \( A \) lies on a rank-one connection between \( E_{\{k,-k\}} \) and \( E_{\infty} \) whose length is proportional to \( |A| \). Then we define the staircase laminates in Lemma 3.7. The construction is much more explicit then the corresponding staircase for the upper critical exponents. The reason is that in contrast with the case of the upper exponent, there are no *apriori* bounds on the gradient, and so it becomes crucial to know precisely where the gradients of the approximating sequence lie.

In the second part we proceed with convex integration. The setting is quite general once the specific geometric properties have been established. In Proposition 3.3 we show the existence of piecewise affine maps \( f \) with the desired integrability property given by (39), which solve the inclusion up to a small \( L^\infty \) error. Moreover, the size of the error can be made to depend on \( |\nabla f| \). Then in Theorem 3.2 we show that the \( L^\infty \) error can be successively removed. The main estimate is in (54), it guarantees that the limit mapping lies in the space \( L^{q_K}_{w} \), where \( q_K = \frac{2K}{K + 1} \) is the critical exponent. Having made the size of the error depend on the size of the gradient enables us to show that (54) does not depend on the fact that \( q_K < 2 \). In fact, because \( q_K < 2 \), it would be sufficient for the error to be independent of \( |\nabla f| \). This would allow for a substantial simplification of the proof of Proposition 3.3 and Lemma 3.7. However, we prefer this approach because it extends to higher dimensions.
CONVEX INTEGRATION AND THE $L^p$ THEORY OF ELLIPTIC EQUATIONS

We begin with two simple lemmas regarding the geometry of rank-one lines in $\mathbb{R}^{2 \times 2}$:

**Lemma 3.5.** Let $A, B \in \mathbb{R}^{2 \times 2}$ with $\det B \neq 0$ such that $\det(A - B) = 0$, and let $\sigma = \left| \frac{b_-}{b_+} \right|$. Then

$$|B| \leq \sqrt{2} \left[ \frac{1 + \sigma}{1 - \sigma} \right] |A|,$$

where $\frac{1 + \infty}{1 - \infty} = -1$.

**Proof.** First we assume that $B$ is not anti-conformal and write $A$ and $B$ in conformal coordinates:

$$A = (a_+, a_-), \quad B = (z, \mu z)$$

for some $\mu \in \mathbb{C}$ with $|\mu| = \sigma$. Since $\det(A - B) = 0$, we have

$$|z - a_+|^2 - |\mu z - a_-|^2 = 0,$$

which we can rewrite as

$$|z|^2 - 2 \Re \left( \frac{\overline{a}_+ - \mu \overline{a}_-}{1 - |\mu|^2} \right) + \frac{|a_+|^2 - |a_-|^2}{1 - |\mu|^2} = 0.$$

Completing the square yields

$$|z - \frac{a_+ - \overline{\mu a}_-}{1 - |\mu|^2}| = \frac{|\mu a_+ - a_-|}{1 - |\mu|^2}.$$

But then we estimate

$$|z| \leq \frac{1}{1 - |\mu|^2} \left( |a_+ - \overline{\mu a}_-| + |\mu a_+ - a_-| \right)$$

$$\leq \frac{1}{1 - |\mu|^2} \left( (|a_+| + |a_-|)(1 + |\mu|) \right) = \frac{|a_+| + |a_-|}{1 - |\mu|}.$$

Hence, using (16)

$$|B|^2 = 2(1 + \sigma^2)|z|^2$$

$$\leq 2 \frac{1 + \sigma^2}{(1 - \sigma)^2} \frac{|a_+| + |a_-|}{1 - |\mu|}^2$$

$$\leq 2 \frac{(1 + \sigma^2)^2}{(1 - \sigma)^2} |A|^2.$$

To treat the case of anti-conformal $B$ we can repeat the above calculation with $B = (0, z)$. \hfill \Box

**Lemma 3.6.** Let $K > 1$ and $k = \frac{K - 1}{K + 1}$. Every $A \in \mathbb{R}^{2 \times 2} \setminus \{0\}$ lies on a rank-one segment connecting $E_\infty$ and $E_k$. In particular there exist $P \in E_\infty \setminus \{0\}$ and $Q \in E_k \setminus \{0\}$ with $\text{rank}(P - Q) = 1$ such that $A \in [P, Q]$ and

$$\frac{1}{c_K} |A| < |P - Q| < c_K |A|,$$

(32)
where $c_K > 1$ depends only on $K$. The same holds if we replace $E_k$ by $E_{-k}$.

Proof. It suffices to prove the lemma for $E_k$. We can introduce coordinates in $\mathbb{R}^{2 \times 2}$ related to $E_\infty$ and $E_k$ since they are linearly independent two-dimensional subspaces. Accordingly, to every matrix $A$ there exist $z, w \in \mathbb{C}$ so that $A$ lies in the plane $L_{z, w}$ spanned by the matrices $(0, z)$ and $(w, k\overline{w})$. Since $\det(0, z) < 0 < \det(w, k\overline{w})$ and the determinant is a quadratic form, there exists two linearly independent rank-one directions in $L_{z, w}$. It is then easy to see that for $A \in L_{z, w}$ there exist nonzero $P \in L_{z, w} \cap E_\infty$ and $Q \in L_{z, w} \cap E_k$ so that $A \in [P, Q]$. The upper estimate (32) follows from Lemma 3.5 and for the lower estimate observe that

$$\text{dist} (A, E_\infty) + \text{dist} (A, E_k) \leq |A - P| + |A - Q| = |P - Q|,$$

and (32) follows by the linear independence of $E_\infty$ and $E_k$. $\square$

Lemma 3.7 (One weak step). Let $A \in B_r(nJ)$ for some $0 < r < 1/2$. There exists a laminate $\nu_A$ of third order with the following properties:

- $\nu_A = A$,
- spt $\nu_A \subset E_{(k, -k)} \cup \{(n + 1)J\}$,
- $\text{spt} \nu_A \subset \{\xi \in \mathbb{R}^{2 \times 2} : c_{K}^{-1}n < |\xi| < c_K n\}$
- $(1 - c_{K}^{-1}n)\beta_n < \nu_A((n + 1)J) < (1 + c_{K}n)\beta_n$,

where

$$\beta_n = \frac{n}{n + 1 + k + 2n} \frac{1 - k + 2n}{n + 1 + k + 2n},$$

and $c_K > 1$ is a constant only depending on $K$.

---

![Figure 2. One weak step towards infinity.](image-url)
Proof. Using Lemma 3.6 there exists \( P \in E_\infty \) and \( Q \in E_k \) with rank\((P - Q) = 1 \) such that \( A = \lambda_1 P + (1 - \lambda_1)Q \) for some \( \lambda_1 \in [0, 1] \). Hence \( \lambda_1 \delta_P + (1 - \lambda_1)\delta_Q \) is a laminate. Since \( |A - nJ| < r \), from Lemma 3.5 applied to \( A - nJ \) and \( P - nJ \in E_\infty \) we have \( |P - nJ| < \sqrt{2}r \), hence

\[
|P - A| < 3r \text{ and } |P - Q| > \frac{n}{c_K}.
\]

But then for some \( c_K > 1 \)

\[
\lambda_1 > 1 - \frac{r}{c_K n}.
\]  

(34)

Now \( JP \) is conformal, so that \( JP = tR \) for some \( t > 0 \) and \( R \in SO(2) \). Moreover, \( n|J| - \sqrt{2}r < |P| < n|J| + \sqrt{2}r \), and \( P = tJR \), hence

\[
|t - n| < r.
\]  

(35)

Define the matrices

\[
C_k = \frac{1}{1 + k}(1, k), \quad C_{-k} = \frac{1}{1 + k}(-1, k)
\]  

in conformal coordinates. Note that \( C_{\pm k} \in E_{\pm k} \) respectively and \( \det(J - C_{\pm k}) = 0 \). Moreover, let

\[
\tilde{P} = \left( -\frac{1 - (t - n)}{2}, n + \frac{1 + (t - n)}{2} \right).
\]

By direct calculation \( P = \lambda_2 tC_k + (1 - \lambda_2)\tilde{P} \) and \( \tilde{P} = \lambda_3(n + 1)C_{-k} + (1 - \lambda_3)(n + 1)J \), where

\[
\lambda_2 = \frac{1 + k - (t - n)(1 + k)}{2n + 1 + k + (t - n)(1 - k)}
\]  

(37)

\[
\lambda_3 = \frac{(1 - t + n)(1 + k)}{2(n + 1)}.
\]  

(38)

In particular, by Definition 2.1

\[
\nu_A = \lambda_1 \left( \lambda_2 \delta_{tC_k} + (1 - \lambda_2)(\lambda_3 \delta_{(n+1)C_{-k}} + (1 - \lambda_3)\delta_{(n+1)J}) \right)
\]

\[
+ (1 - \lambda_1)\delta_Q
\]

is a laminate with barycenter \( A \), and

\[
\nu_A(\{(n + 1)J\}) = \lambda_1(1 - \lambda_2)(1 - \lambda_3).
\]

Thus, by direct calculation using (34), (35), (37) and (38) we get

\[
(1 - c_K^{-1}r)\beta_n < \nu_A(\{(n + 1)J\}) < (1 + c_K^{-1}r)\beta_n.
\]

Finally, from Lemma 3.5 we get \( c_K^{-1}n < |Q| < c_Kn \), and this concludes the proof.

\[\Box\]
Proposition 3.3 (The weak staircase). Let $K > 1$ and $k = \frac{K-1}{2}$. Let $\alpha \in (0, 1)$, $\delta > 0$ and $\tau : [0, \infty) \to (0, 1/2]$ a continuous, non increasing function with $\tau(0) > 0$ and $\int_1^\infty \frac{\tau(t)}{t} dt < \infty$.

For any bounded open set $\Omega \subset \mathbb{R}^2$ and any nonzero matrix $F$ with $|F - J| < \tau(|F|)$ there exists a piecewise affine mapping $f \in W^{1,1}(\Omega; \mathbb{R}^2) \cap C^\alpha(\overline{\Omega}; \mathbb{R}^2)$ with the following properties:

(i) $f(x) = Fx$ on $\partial\Omega$,
(ii) $[f - F]_{C^\alpha(\overline{\Omega})} < \delta$,
(iii) $\text{dist} \left( \nabla f(x), E_{\{k,-k\}} \right) < \tau(|\nabla f(x)|)$ a.e. in $\Omega$,

and there exists a constant $c_{K,\tau} > 0$ so that for all $t > 1$ we have

$$
\frac{1}{c_{K,\tau}} t^{-\frac{2K}{K+1}} < |\{ x \in \Omega : |\nabla f(x)| > t \}| < c_{K,\tau} t^{-\frac{2K}{K+1}}.
$$

Proof. We define a sequence of piecewise affine mappings $\{f_n\}$ inductively using repeatedly Proposition 2.1. Let $f_1(x) = Fx$ in $\Omega$. For the inductive step we assume the existence of a piecewise affine Lipschitz mapping $f_n : \Omega \to \mathbb{R}^2$ such that

(a) $f_n(x) = Fx$ on $\partial\Omega$,
(b) $[f_n - F]_{C^\alpha(\overline{\Omega})} < (1 - 2^{-n})\delta$,
(c) $\text{dist} \left( \nabla f_n(x), E_{\{k,-k\}} \cup \{nJ\} \right) < \tau(|\nabla f_n(x)|)$ a.e. in $\Omega$,

and with $\Omega_n = \{ x \in \Omega : |\nabla f_n(x) - nJ| < \tau(n) \}$ we have

$$
\prod_{j=1}^{n-1} \left( 1 - c_K^{-1} \frac{\tau(j)}{j} \right) \beta_j < \frac{|\Omega_n|}{|\Omega|} < \prod_{j=1}^{n-1} \left( 1 + c_K \frac{\tau(j)}{j} \right) \beta_j.
$$

By assumption $|F - J| < \tau(|F|)$, so $f_1$ satisfies (c). Moreover, $|J| = \sqrt{\delta}$, so $\tau(n) \geq \tau(|J|)$, hence $\Omega_1 = \Omega$. We deduce that $f_1$ satisfies the inductive hypothesis. To obtain $f_{n+1}$ we modify $f_n$ on the set $\Omega_n$. Because $f_n$ is piecewise affine, we have a decomposition into pairwise disjoint open subsets $\Omega_{n,i}$ such that

$$
|\bigcup_{i=1}^\infty \Omega_{n,i}| = 0,
$$

and $f_n(x) = A_i x + b_i$ in $\Omega_{n,i}$ for some $A_i \in B_{\tau(n)}(nJ)$ and $b_i \in \mathbb{R}^2$. For each $i$ we use Proposition 2.1 with the laminate $\nu_{A_i}$ from Lemma 3.7 to obtain a piecewise affine Lipschitz mapping $g_i : \Omega_{n,i} \to \mathbb{R}^2$ with

(d) $g_i(x) = A_i x + b_i$ on $\partial\Omega_{n,i}$,
(e) $[g_i - f_n]_{C^\alpha(\Omega_{n,i})} < 2^{-n(1+1)}\delta$,
(f) $c_K^{-1} n < |\nabla g_i(x)| < c_K n$ a.e. in $\Omega_{n,i}$,
(g) $\text{dist} \left( \nabla g_i(x), E_{\{k,-k\}} \cup \{(n+1)J\} \right) < \tau(c_K n)$ a.e. in $\Omega_{n,i}$.
and

\[(1 - c_K^{-1} \tau(n)/n) \beta_n < \]
\[< \left\{ x \in \Omega_{n,i} : |\nabla g_i(x) - (n+1)J| < \tau((n+1)) \right\} < (1 + c_K \tau(n)/n) \beta_n.\] 

We then define

\[f_{n+1}(x) = \begin{cases} f_n(x) & \text{if } x \in \Omega \setminus \bigcup_{i=1}^{\infty} \Omega_{n,i} \\ g_i(x) & \text{if } x \in \Omega_{n,i} \end{cases}\]

It is clear that \(f_{n+1}(x) = Fx\) on \(\partial \Omega\), and from (e) we get \([f_{n+1} - f_n]_{C^0(\overline{\Omega})} < 2^{-n+1} \delta\), hence (b) follows. Because \(\tau\) is non-increasing, (c) follows from (g). Finally (40) follows from (41).

It is clear that the limit \(f_n = \lim_{n \to \infty} f_n(x)\) exists pointwise almost everywhere. Observe that we obtain \(f_{n+1}\) from \(f_n\) by modifying on a nested sequence of open sets \(\Omega_n\) whose measure

\[|\Omega_n| < |\Omega| \prod_{j=1}^{n-1} (1 + c_K \frac{\tau(j)}{j}) \beta_j < |\Omega| \frac{c_{K, \tau}}{n} \prod_{j=1}^{n} \frac{1 - k + 2j}{1 + k + 2j} < \frac{c_{K, \tau}}{n} |\Omega|\]

converges to zero, since by the condition on \(\tau\) the product \(\prod_{j=1}^\infty (1 + c \frac{\tau(j)}{j})\) converges. Thus the limit mapping \(f\) is piecewise affine. Moreover, it satisfies (i)-(iii) by our construction.

Finally, the distribution function of \(\nabla f\) can be estimated as follows. Using (g), for \(n \in \mathbb{N}\) we have

\[|\nabla f(x)| > \frac{n}{c_K} \text{ in } \Omega_n, \text{ and } |\nabla f(x)| < c_K n \text{ in } \Omega \setminus \Omega_n.\]

Hence, for given \(t > c_K\) let \(n_1\) be the integer part of \(c_K t\) and \(n_2\) the integer part of \(c_K^{-1} t\). Then

\[\Omega_{n_1+1} \subset \{ x \in \Omega : |\nabla f(x)| > t \} \subset \Omega_{n_2},\]

so it remains to estimate \(|\Omega_n|\) using (40). As observed already, the product \(\prod_{j=1}^\infty (1 + c \frac{\tau(j)}{j})\) converges for any \(c\) to a finite positive number. Moreover, taking logarithms we see that for some constant \(c > 0\) independent of \(n\)

\[\left| \log(\prod_{j=1}^{n} \beta_j) + \log n + \sum_{j=1}^{n} \frac{2k}{1 + k + 2j} \right| < c,\]

hence for a possibly different constant \(c > 0\)

\[(42) \quad \left| \log(\prod_{j=1}^{n} \beta_j) + \frac{2K}{K+1} \log n \right| < c,\]
since \( k + 1 = \frac{2K}{K+1} \). But this implies the estimate (39). Finally (39) implies that \( \nabla f_n \) is uniformly bounded in \( L^1 \), hence \( f \in W^{1,1} \) by dominated convergence.

**Theorem 3.2.** Let \( K > 1 \), \( k = \frac{K-1}{K+1} \) and let \( F \in \mathbb{R}^{2 \times 2} \setminus \{0\} \). For any \( \alpha \in (0,1) \), \( \delta > 0 \) and for any bounded open set \( \Omega \subset \mathbb{R}^2 \) there exists a mapping \( f \in W^{1,1}(\Omega; \mathbb{R}^2) \cap C^\alpha(\overline{\Omega}; \mathbb{R}^2) \) with the following properties:

(i) \( f(x) = Fx \) on \( \partial \Omega \),
(ii) \( [f-F]_{C^\alpha(\overline{\Omega})} < \delta \),
(iii) \( \nabla f(x) \in E_{\{k,-k\}} \) a.e. in \( \Omega \),
(iv) For any ball \( B \subset \Omega \) there exists a constant \( c_B > 1 \) such that

\[
\frac{1}{c_B} t^{-\frac{2K}{K+1}} < \{x \in B : |\nabla f(x)| > t\} < c_B t^{-\frac{2K}{K+1}}
\]

for all \( t \geq 1 \).

In particular \( f \in W^{1,q}(\Omega) \) for all \( q < \frac{2K}{K+1} \) and for any ball \( B \subset \Omega \) we have \( \int_B |\nabla f(x)|^{\frac{2K}{K+1}} dx = \infty \).

**Proof.** We construct a sequence of piecewise affine mappings \( f_n \) inductively, similarly to the proof of Proposition 3.3, but with one important difference: this time we will obtain \( f_{n+1} \) from \( f_n \) by modifying the mapping almost everywhere, and so in order to guarantee the pointwise convergence of the gradients, in addition we need to control the \( L^1 \)-norm of the difference \( \nabla f_{n+1} - \nabla f_n \).

The basic construction in each step is as follows: Let \( A \) be a nonzero matrix and let \( \varepsilon = \text{dist}(A, E_k) \). Furthermore, let \( \omega \subset \Omega \) be any open subset. Using Lemma 3.6 there exist matrices \( P, Q_0 \) with \( \text{rank}(P-Q_0) = 1 \), \( P \in E_\infty \), \( Q_0 \in E_k \) with \( |P-Q_0| > c_K^{-1}|A| \) such that \( A \in [P, Q_0] \). Moreover

\[
\text{dist}(A, E_k) = \varepsilon \leq |A-Q_0| < c_K \varepsilon
\]

using Lemma 3.5. Let \( Q \in [A, Q_0] \) with

\[
|A-Q| = (c_K - \frac{1}{4}) \varepsilon.
\]

Then \( |Q-Q_0| \leq \frac{1}{4} \varepsilon \). Moreover

\[
|P-Q| \geq |P-Q_0| - \varepsilon \geq \frac{3}{4} |P-Q_0| > \frac{3}{c_K^2 |A|}
\]

since \( |P-Q_0| \geq |A-Q_0| \geq \varepsilon \).

For any \( \eta > 0 \) Lemma 2.1 yields a piecewise affine Lipschitz mapping \( g : \omega \to \mathbb{R}^2 \) with \( g(x) = Ax \) if \( x \in \partial \omega \),

\[
|g-A|_{C^0(\overline{\omega})} < \frac{\eta}{2},
\]
and for some \( \varepsilon \in (0, \varepsilon/4) \) to be chosen later

\[
\begin{align*}
\left\{ x \in \omega : |\nabla g(x) - P| < \varepsilon \right\} &= \left| \frac{A - Q}{P - Q} \right| \omega \\
\left\{ x \in \omega : |\nabla g(x) - Q| < \varepsilon \right\} &= \left| \frac{A - P}{P - Q} \right| \omega.
\end{align*}
\]

Observe that (44) and (45) imply that for some \( c \)

\[
\text{(a) } h(x) = Ax \text{ on } \partial \omega, \\
\text{(b) } |h - A|_{C^0(\omega)} < \eta, \\
\text{(c) } \text{dist} (\nabla h(x), E_{(k,-k)}) < \varepsilon/2 \min(|\nabla h(x)|^{-k}, 1) \text{ a.e. in } \omega, \\
\text{(d) } \int_\omega |\nabla h(x) - A| \, dx < C \varepsilon \omega
\]

and for all \( t > |A| \)

\[
\frac{1}{c_K} \varepsilon \frac{|\kappa K}{|A| |P - Q|} < c_K \varepsilon.
\]

Let \( \tilde{\omega} = \{ x \in \omega : |\nabla g(x) - P| < \varepsilon \} \). We modify \( g \) in \( \tilde{\omega} \) using Proposition 3.3, to yield a piecewise affine mapping \( \tilde{h} : \omega \to \mathbb{R}^2 \) with the following properties:

- \( h(x) = Ax \) on \( \partial \omega \),
- \( |h - A|_{C^0(\omega)} < \eta \),
- \( \text{dist} (\nabla h(x), E_{(k,-k)}) < \varepsilon/2 \min(|\nabla h(x)|^{-k}, 1) \) a.e. in \( \omega \),
- \( \int_\omega |\nabla h(x) - A| \, dx < C \varepsilon \omega \)

More precisely, on each subset of \( \tilde{\omega} \) where \( g \) is affine, that is \( Dg = \tilde{A} \) a.e in \( \tilde{\omega} \) for a matrix \( \tilde{A} \) s we replace it with a map of the form

\[
\tilde{h}(x) = \tilde{g}(Rx).
\]

Here, \( R = J^{-1}P \) (so that \( R \) is conformal) and \( \tilde{g} : R(\tilde{\omega}) \to \mathbb{R}^2 \) is given by Proposition 3.3 with \( \tilde{g}(y) = \tilde{A}R^{-1}y \) on the boundary of \( R(\tilde{\omega}) \) and

\[
\tau_{\tilde{A}}(t) = \frac{\varepsilon}{2|R|} \min \left( \left( \frac{t}{|R|} \right)^{-k}, 1 \right).
\]

At this point we choose \( \varepsilon \) so that \( \varepsilon |R^{-1}| < \tau_{\tilde{A}}(|\tilde{A}R^{-1}|) \), because then

\[
|\tilde{A}R^{-1} - J| = |\tilde{A}R^{-1} - PR^{-1}| \leq \varepsilon |R^{-1}| \leq \tau_{\tilde{A}}(|\tilde{A}R^{-1}|),
\]

so the conditions of the proposition are fulfilled. Recall that \( E_{(k,-k)} \) is invariant under pre-multiplication with conformal matrices (see (22)), hence

\[
\text{dist} (\nabla \tilde{h}, E_{(k,-k)}) \leq \text{dist} (\nabla \tilde{g}R, E_{(k,-k)}R) < |R| \frac{\varepsilon}{2|R|} \min \left( \left( \frac{|R|}{|\nabla \tilde{g}|} \right)^{-k}, 1 \right)
\]

\[
\leq \frac{\varepsilon}{2} \min \left( \left| \nabla \tilde{h} \right|^{-k}, 1 \right).
\]

The properties (a) and (48) also follow directly from our construction and Proposition 3.3, and (b) follows from (46) and the fact that in
getting $h$ from $g$, we apply the proposition at most countably many times (in each subdomain of $\tilde{\omega}$ where $g$ is affine). Moreover,

$$\int_\omega |\nabla h(x) - A|dx \leq \int_\omega |\nabla h(x) + |A|dx + \int_{\omega \setminus \tilde{\omega}} |\nabla g(x) - A|dx$$

$$\leq 2|A||\tilde{\omega}| + \int_0^\infty |\{x \in \tilde{\omega} : |\nabla h(x)| > t\}|dt + \frac{\epsilon}{2}|\omega|$$

$$\leq (2 + c_K)|A|\left|\frac{A - Q}{P - Q}\right|\omega| + c_K\epsilon|\omega|$$

$$\leq c_K\epsilon|\omega|,$$

for some $c_K > 1$ from (47) and (48).

Now we proceed with defining the sequence $\{f_n\}$ such that

$$(49) \quad \text{dist} (\nabla f_n(x), E_{(k,-k)}) \leq |F|^{1+k^2/2} \min(|\nabla f_n(x)|^{-k}, 1).$$

Let $f_0(x) \equiv Fx$. To obtain $f_{n+1}$ from $f_n$, decompose $\Omega$ into a union of pairwise disjoint open sets of diameter no more than $1/n$ with

$$\left|\Omega \setminus \bigcup_i \Omega_i^n\right| = 0,$$

so that $f_n$ is affine in each $\Omega_i^n$, with $\nabla f_n = A_i^n$. In each $\Omega_i^n$ we apply the above construction with $\eta = 2^{-(n+i+1)}\delta$ and $\epsilon_n = |F|^{1+k^2/2}$ in order to obtain $f_{n+1}$ with

$$\left[f_{n+1} - f_n\right]_{C^0(\overline{\Omega})} < 2^{-(n+1)}\delta$$

$$(50) \quad \int_\Omega |\nabla f_{n+1} - \nabla f_n|dx < c_K\epsilon^n.$$

Observe that (49) follows automatically from property (c). Thus the sequence converges to some limit $f$ in $W^{1,1}(\Omega)$ and $C^0(\overline{\Omega})$. Clearly $f(x) = Jx$ on $\partial \Omega$, $[f - Fx]_{C^0} < \delta$, and from (3) it follows that $\nabla f(x) \in E_{(k,-k)}$ almost everywhere in $\Omega$. To conclude with the proof of the theorem, we provide estimates from above and below for the distribution function of the gradient $\nabla f$.

To get an estimate from above, recall that $f_{n+1}$ is obtained from $f_n$ using the construction outlined in (43)-(48) above. In particular, let $\tilde{\Omega}_i^n \subset \Omega_i^n$ denote the open subset corresponding to $\tilde{\omega}$ and assume $\nabla f_n(x) = A_i^n$ on $\tilde{\Omega}_i^n$ with $|A_i^n| > 1$. From (47) and (49) we deduce

$$(52) \quad |\tilde{\Omega}_i^n| < c_K \frac{\text{dist} (A_i^n, E_{(k,-k)})}{|A_i^n|}|\Omega_i^n| < c_K 2^{-n}|A_i^n|^{-\frac{2K}{\kappa+1}}|F|^{1+k},$$

and

$$(53) \quad |\tilde{\Omega}_i^n| > \frac{1}{c_K} \frac{\text{dist} (A_i^n, E_{(k,-k)})}{|A_i^n|}|\Omega_i^n| > \frac{1}{c_K} 2^{-n}|A_i^n|^{-\frac{2K}{\kappa+1}}|F|^{1+k}.$$
Recall that \( k + 1 = \frac{2K}{K+1} \). Then for \( t > 1 \) we have

\[
\sum_{i=1}^{\infty} \{ x \in \tilde{\Omega}_i^n : |\nabla f_{n+1}(x)| > t \} = 2^K \sum_{i=1}^{\infty} \{ x \in \Omega_i^n : |\nabla f_{n+1}(x)| > t \}
\]

which by (48) and (52) is controlled by,

\[
\leq c_K \left( \sum_{i=1}^{\infty} |\tilde{\Omega}_i^n| A_i^n \right)^{2K/(K+1)} t^{-2K/(K+1)} + \left\{ x \in \Omega : |\nabla f_n(x)| > t \right\}
\]

where the sums are over all \( i \) such that \( |A_i^n| > 1 \). But then, passing to the limit, we see that

\[
|\{ x \in \Omega : |\nabla f(x)| > t \}| \leq 2|F|^{2K/(K+1)} c_K t^{-2K/(K+1)}.
\]

Next, arguing exactly as we did for bounding the distribution function from above, but with (53) instead of (52), we obtain that

\[
|\{ x \in \tilde{\Omega}_i^n : |\nabla f_{n+1}(x)| > t \}| \leq c_K |\{ x \in \tilde{\Omega}_i^n : |\nabla f_{n+1}(x)| > t \}|
\]

This concludes the proof of (iv), and the proof of the theorem. □

**Remark 3.2.** In Theorem 3.2 one could also take \( F = 0 \). Indeed, let \( \tilde{F} \) be a nonzero rank-one matrix. By Lemma 2.1 there exists a piecewise affine Lipschitz mapping \( f_0 : \Omega \to \mathbb{R}^2 \) such that \( f_0(x) = 0 \) on \( \partial \Omega \) and

\[
\nabla f_0(x) \in B_{1/2} \tilde{F}(\tilde{F}) \cup B_{1/2} \tilde{F}(\tilde{F})
\]

in other words there exist pairwise disjoint open subsets \( \Omega_i \subset \Omega \) such that \( \nabla f_0 \equiv F_i \) in \( \Omega_i \) for some \( F_i \in \mathbb{R}^{2 \times 2} \setminus \{0\} \) and \( |\Omega \setminus \bigcup_i \Omega_i| = 0 \). Let

\[
f(x) \overset{\text{def}}{=} f_i(x) \text{ in } \Omega_i,
\]

where \( f_i \) is the mapping corresponding to \( \Omega_i \) and boundary value \( F_i \) provided by Theorem 3.2. It follows that \( f \in W^{1,1} \cap C^\alpha \) and satisfies the conditions (i)-(iv) of the theorem, with \( F = 0 \).
Remark 3.3. Theorem 3.2 answers a question of B.Yan on the existence of very weak quasiregular mappings with arbitrary affine boundary values. Namely, in the papers [35, 36] Yan constructed very weak quasiregular mappings \( f : \Omega \to \mathbb{R}^n \) for \( n \geq 3 \) such that \( \| \nabla f \|^n = \rho \det \nabla f \) where \( \rho(x) \in \{1, K\} \) and \( f - Ax \in W^{1,p}_0(\Omega) \) for \( p < \frac{nk}{K+1} \) where \( A \) is any matrix in \( 2 \times 2 \). A question raised in [35] is whether such mappings exist fulfilling the more demanding condition
\[
\| \nabla f \|^n = K \det \nabla f \quad \text{a.e.}
\]
For \( n = 2 \) Theorem 3.2 answers this in positive and in fact the control on the range of the gradient is substantially more precise than (56). It is an interesting question what happens in higher dimensions (see [13]).

Remark 3.4. It can be easily seen that by minor modifications Theorems 3.1 and 3.2 yield very weak solutions with the same properties to the classical Beltrami equation. We just need to replace the definition of \( E_\Delta \) with
\[
\{ A = (a_+, a_-) : a_- = \mu a_+ \text{ for some } \mu \in \Delta \}
\]
and observe that the geometric properties necessary for the proof, Lemmas 3.5, 3.6 and 3.7 still hold.

Remark 3.5. Very weak solutions which fail to be solutions are really false solutions in the sense that they do not enjoy any of the special properties of honest weak solutions, like openness and discreteness, maximum principles and so forth. The investigation of this type of pathological solutions to elliptic equations started with the classical example by Serrin, [30], see also [16] for the concept of weak minimizer. Other types of very weak quasiregular mappings can be found in [15, Theorem 6.5.1, Theorem 11.6.1]. It is interesting however that our mappings are Hölder continuous for any exponent \( 0 < \alpha < 1 \). A different type of Hölder continuous very weak quasiregular mappings have been constructed by Jan Maly [21] using radial functions.

Remark 3.6. We conclude the section by discussing why we were not able to use the Baire Category argument. Theorem 3.2 implies that for any \( F \in \mathbb{R}^{2\times2} \) we can find a sequence \( f_j \) such that \( Df_j(x) \in E_{k,-k} \) a.e in \( \Omega \) and \( Df_j \) converge to \( F \) weakly in \( W^{1,p} \) for every \( p < \frac{2K}{K-1} \). Therefore the natural set \( U \) as in definition 3.2 is the entire \( \mathbb{R}^{2\times2} \), which yield no bound in the corresponding \( X \). A way to go around this is to restrict the attention to a subset of \( E \), which still supports the appropriate laminate. The difficulty is that then the set \( U \) will contain rank-one lines, which prevent us to have a bound in any \( W^{1,p} \) for \( p > 1 \).

4. Equations in Non-Divergence Form

We follow the same lines as in the case of isotropic equations, since from the point of view of differential inclusions the structure of both
problems is very similar. The entire construction lies in the set of 2 by 2 symmetric matrices $\mathbb{R}^{2\times 2}$ sym. Therefore during the whole section we use the topology of this 3 dimensional vector space. For a set $\Delta \in \mathbb{C} \cup \{\infty\}$ we use the notation

$$E_\Delta = \{ A = (a_+, a_-) : 2a_+ = \mu a_+ + \overline{\mu a_-} \text{ for some } \mu \in \Delta\}.$$  

Notice that $E_\Delta \subset \mathbb{R}^{2\times 2}$ sym by definition. Then $E_0$ are anticonformal matrices and $E_\infty$ are symmetric conformal matrices. That is $E_\infty$ is the real one dimensional subspace spanned by the identity.

We start by reinterpreting the equation as a differential inclusion. Recall that for symmetric matrices, (15) implies that

$$\text{Tr}(AB) = 2\Re(a_+b_+ + a_-b_-) = 2a_+b_+ + (a_-b_- + \overline{\alpha}b_-).$$

Lemma 4.1. Let $K \geq 1$ and $k = \frac{K-1}{K+1}$. Let $\Omega \subset \mathbb{R}^2$ be a bounded domain. Then $u : \Omega \to \mathbb{R}$ is a solution to

$$\text{Tr}(A(x)D^2u(x)) = 0 \text{ in } \Omega$$

with some measurable $A(x) : \Omega \to \mathbb{R}^{2\times 2}$ sym if and only if for almost every $x \in \Omega$

$$D^2u(x) \in E_{\{k,-k\}}.$$  

Proof. Let $A = (a_+, a_-), B = (b_+, b_-) \in \mathbb{R}^{2\times 2}$ sym with $A > 0$ and put $\mu_A = \frac{a_-}{a_+}$. The lemma follows from writing

$$\text{Tr}(AB) = 0$$

in conformal coordinates. In fact, by (58), we obtain that (60) is equivalent to

$$B \in E_{-\pi A}.$$  

Hence, $u$ solves (59) for a general $A(x)$ if and only if $D^2u(x) \in E_{-\pi A(x)}$ almost everywhere. Putting $A(x) \in \{ \left( \begin{array}{cc} \frac{1}{\sqrt{K}} & 0 \\ 0 & \sqrt{K} \end{array} \right), \left( \begin{array}{cc} \sqrt{K} & 0 \\ 0 & \frac{1}{\sqrt{K}} \end{array} \right) \}$ finishes the proof. $\Box$

4.1. Upper exponents. As in the isotropic case, the first step is to define the appropriate complete metric space.

Definition 4.1. Let

$$\mathcal{U} = \{ A \in \mathbb{R}^{2\times 2}\text{sym} : a_+ < k|\Re a_-| \}$$
Let $X$ be the closure in the weak topology of $W^{2,2}$ of the set

$$X_0 = \left\{ u \in W^{2,\infty}(\Omega, \mathbb{R}^2) : \begin{array}{l} \text{• } u \text{ piecewise affine} \\ \text{• } D^2 u(x) \in \mathcal{U} \text{ a.e.} \\ \text{• } u(x) = \left| \frac{|x|^2}{2} \right| \text{ on } \partial \Omega \\ \text{• } \nabla u(x) = x \text{ on } \partial \Omega \end{array} \right\}.$$  

(62)

Lemma 4.2. With the above definitions,

$$E_{\{k,-k\}}^{c,1} \subset E^{pc}_{\{k,-k\}} = \mathcal{U}$$

Proof. Let $f : \mathbb{R}^{2 \times 2} \rightarrow \mathbb{R}$ be $f(A) = \Im(a_-)^2 + (1-k^2)\Re(a_+)^2 + \det(A)$. Then it is easy to see that if $A \in E, f(A) = 0$. Therefore by definition 2.2 if $A \in E^{pc}, f(A) \leq 0$. But this implies that $A \in \mathcal{U}$. On the other hand any $A \in \mathcal{U}$ lies in a rank-one segment $[B,C]$ with $b_+ = k \Re(b_-), c_+ = -k \Re(c_-)$ and $B - C = t(1,1)$.

Remark 4.1. The above lemma is equivalent to proving that for equations of the type

$$2\partial_z f = \mu \partial_z f + \bar{\mu} \partial_{\bar{z}} f$$

the corresponding $G$-closure is given by $G(k, -k) = [-k, k]$.

Now we can repeat the arguments in Section 3 word by word. The only difference is that we need to use the part $ii)$ of Lemma 2.1 to stay in symmetric matrices.

Lemma 4.3. The space $(X, w)$ is metrizable, with metric $d$, and for any $f \in X$ we have $D^2 u(x) \in \mathcal{U}$ a.e. in $\Omega$. Furthermore the set of continuity points of the map $D^2 : (X, w) \rightarrow L^2(\Omega, \mathbb{R}^{2 \times 2})$ is second category in $(X, w)$.

Proof. We can use elliptic regularity here as well to obtain that $X$ is metrizable. Indeed by [2, Theorem 3.6] there exists an uniform constant $c = c(K, \Omega)$ such that

$$\int_{\Omega} |D^2 u|^2 \leq c$$
for every \( u \in X \). Since \( f_u = (u_x, -u_y) \) is \( K \)-quasiregular and affine in the boundary of \( \Omega \) we obtain that \( Df_u \in W^{1,p}(\Omega) \) for \( p > 2 \). Thus, we obtain continuity of the determinant respect to the weak topology in \( W^{2,2} \), which implies as in Lemma 3.3 that \( D^2u(x) \in \mathcal{U}^{pc} \). The rest of the proof is exactly the same as in Lemma 4.3.

**Lemma 4.4.** The set of points of continuity in \((X, d)\) of \( D^2 \) satisfy that \( D^2u(x) \in \mathcal{E}_{\{k, -k\}} \) almost everywhere.

**Proof.** We can repeat line by line the proof of Lemma 3.4. The only difference is at (30) when we use part ii) of Lemma 2.1 instead of part i). \( \square \)

**Corollary 4.1.** The set of mappings in \( X \) such that \( D^2u(x) \in \mathcal{E}_{\{k, -k\}} \) is of second category

### 4.1.1. Laminates and Integrability.

**Proposition 4.1** (The symmetric strong staircase). Let \( A \in \mathcal{U} \). Then there exists a sequence \( \{\nu_n\}_{n=1}^{\infty} \in \mathcal{L}(\mathcal{U}) \) such that

\[
\int_{\mathbb{R}^{2n}} \lambda d\nu_n = A,
\]

\[
\lim_{n \to \infty} \int_{\mathbb{R}^{2n}} |\lambda|^{\frac{2K}{K-1}} d\nu_n = \infty.
\]

**Proof.** We give the building blocks of the appropriate staircase laminate. Let \( e_k = \frac{1+k}{2nk-1-k}(k, 1) \) and \( e_{-k} = \frac{1-k}{2nk-1-k}(-k, 1) \) in conformal coordinates. We define

\[
\nu^n = \lambda_1^n \delta_{e_k} + \lambda_2^n \delta_{(n+1)e_{-k}} + \lambda_3^n \delta_{J},
\]

where \( \lambda_1^n = \frac{1+k}{2nk-1-k} \), \( \lambda_2^n = (1 - \frac{1+k}{2nk-1-k}) \frac{1+k}{2nk} \) and \( \lambda_3^n = (1 - \frac{1+k}{2nk-1-k})(1 - \frac{1-k}{2nk}) \). Then \( \nu^n \) is a second order laminate \( \int \lambda d\nu^n = (0, n) \). Moreover,

\[
\Pi_{i=1}^{n} J \lambda_i^n \approx n^{-\frac{2K}{K-1}}.
\]

Then the measures \( \nu_n \) are obtained from \( \nu^n \) exactly as in [11]. We briefly recall the process. To start with we put \( \nu_1 \overset{def}{=} \nu^1 \). The first step is to construct a new measure \( \nu_2 \in \mathcal{L}(\mathcal{E}) \) by replacing \( \delta_2J \) in the definition of \( \nu_1 \) by \( \nu^2 \). Then \( \nu_2 \) has an atom \( \delta_3J \). This is further replaced by \( \nu^3 \) yielding a new measure \( \nu_3 \). The process is continued till infinity replacing always \( \delta_{nJ} \) by the laminate \( \nu^n \) obtaining a measure \( \nu_n \). The center of mass \( \nu_n \) will be always \( J \) and (64) follows from (66). To achieve that the support of \( \nu_n \) is contained in \( \mathcal{U} \) we shift the construction considering the measures \( \nu_n(\cdot) = \nu_n(\cdot + J) \).

The set \( \mathcal{E}_{\{k, -k\}} \) it is invariant under multiplication for scalars and addition of matrices with conformal coordinates \((0, ti)\). Therefore we can do the previous constructions with any matrix in the plane \( \mathbb{E}_0 \) as center of mass. Finally any \( A \in \mathcal{U} \) is rank-one connected to \( \mathbb{E}_0 \) along
the rank one line \((1, 1)\). Thus, we can argue as in the Proposition 3.1 to have the laminates with center of mass \(A\). \(\square\)

Since the proofs are again exactly the same we just quote the final outcome.

**Proposition 4.2.** The set of points in \(X\) such that \(\int_{B(x, r)} |D^2u|^{\frac{2k}{k - 1}} = \infty\) for all \(B(x, r) \subset \Omega\) is second category in \((X, d)\).

**Theorem 4.1.** Let \(K > 1\) and \(k = \frac{K - 1}{K + 1}\). For any bounded open set \(\Omega \subset \mathbb{R}^2\) there exists a function \(u \in W^{2, 2}(\Omega; \mathbb{R}^2)\) with the following properties:

(i) \(u(x) = x\) on \(\partial \Omega\),

(ii) \(D^2u(x) \in E\{k, -k\}\) a.e. in \(\Omega\),

(iii) For any ball \(B \subset \Omega\) we have \(\int_B |D^2(x)|^{\frac{2k}{k - 1}} dx = \infty\).

4.2. **Lower critical exponent.** As in the case of the upper exponent the proofs here are very similar. We start by a geometric lemma describing the rank-one connections of any matrix to \(E\{k, -k\}\).

**Lemma 4.5.** For every \(A \in \mathbb{R}^{2 \times 2}\) there exists \(P \in E\infty\) and \(Q \in E\{k, -k\}\) with rank \((P - Q) = 1\) such that \(A \in [P, Q]\)

\[
\beta_n = \frac{n}{n + 1 + k + 2n},
\]

and \(c_K > 1\) is a constant only depending on \(K\).

**Proof.** Let

\[
C_k = \frac{1}{1 + k}(k, 1), \quad C_{-k} = \frac{1}{1 + k}(k, -1)
\]

Next, we find that laminates with the required integrability exists also in this setting.

**Lemma 4.6** (One symmetric weak step ). Let \(A \in B_r(nI)\) for some \(0 < r < 1/2\). There exists a laminate \(\nu_A\) of third order with the following properties:

- \(\nu_A = A\),
- \(\text{spt} \nu_A \subset E\{k, -k\} \cup \{(n + 1)I\}\),
- \(\text{spt} \nu_A \subset \{\xi \in \mathbb{R}^{2 \times 2} : c_K^{-1}n < |\xi| < c_Kn\}\),
- \((1 - c_K^{-1}n)\beta_n < \nu_A((n + 1)I) < (1 + c_K\beta_n)\beta_n\),

where

\[
\beta_n = \frac{n}{n + 1 + k + 2n},
\]

and \(c_K > 1\) is a constant only depending on \(K\).

**Proof.** Let

\[
C_k = \frac{1}{1 + k}(k, 1), \quad C_{-k} = \frac{1}{1 + k}(k, -1)
\]
in conformal coordinates. If \( A = nI \) the claim follows by considering
the laminate
\[
\nu_A = \left( \lambda_1 \delta_{nC_k} + (1 - \lambda_1)(1 - \lambda_2) \delta_{(n+1)C_{-k}} + (1 - \lambda_2) \delta_{(n+1)I} \right),
\]
with
\[
\lambda_1 = \frac{1 + k}{2n + 1 + k^2},
\]
(70)
\[
\lambda_2 = \frac{1}{2(n + 1)}.
\]
(71)
This is by definition a laminate and \((1 - \lambda_2)(1 - \lambda_3) = \beta_n \). The argument for \( A \in B(nI, r) \) different for \( nI \) combines this observation with Lemma 4.5 just as in the case of isotropic equations, Lemma 3.7. □

**Proposition 4.3** (The symmetric weak staircase). Let \( K > 1 \) and \( k = \frac{K - 1}{K + 1} \). Let \( \alpha \in (0, 1), \delta > 0 \) and \( \tau : [0, \infty) \to (0, 1] \) a continuous, non increasing function with \( \tau(0) > 0 \) and \( \int_1^{\infty} \frac{\tau(t)}{t^2} \, dt < \infty \).

For any bounded open set \( \Omega \subset \mathbb{R}^2 \) there exists a piecewise affine function \( u \in W^{2,1}(\Omega; \mathbb{R}) \cap C^{1,\alpha}(\overline{\Omega}; \mathbb{R}) \) with the following properties:

(i) \( u(x) = x \) on \( \partial \Omega \),
(ii) \( [u - \frac{1}{2}(C_x, x)]_{C^{1,\alpha}(\overline{\Omega})} < \delta \),
(iii) \( \text{dist} \left( D^2 u(x), E_{(k, -k)} \right) < \tau(|D^2 u(x)|) \) a.e. in \( \Omega \), and there exists a constant \( c_{K, \tau} > 0 \) so that for all \( t > 1 \) we have
(72) \[
\frac{1}{c_{K, \tau}} t^{-\frac{2K}{K+1}} \lesssim \{|x \in \Omega : |D^2 u(x)| > t\} \lesssim c_{K, \tau} t^{-\frac{2K}{K+1}}.
\]

**Proof.** The proof mimics once more the corresponding situation for isotropic equations. The difference is that the step laminates are those from Lemma 4.6 and that since the laminate is supported in symmetries we can approximate the laminate by the distributions of Hessians. □

**Theorem 4.2.** Let \( K > 1, k = \frac{K - 1}{K + 1} \) and let \( F \in \mathbb{R}^{2 \times 2} \setminus \{0\} \). For any \( \alpha \in (0, 1), \delta > 0 \) and for any bounded open set \( \Omega \subset \mathbb{R}^2 \) there exists a function \( u \in W^{2,1}(\Omega; \mathbb{R}) \cap C^{\alpha}(\overline{\Omega}; \mathbb{R}) \) with the following properties:

(i) \( u(x) = \frac{1}{2}(Fx, x) \) on \( \partial \Omega \),
(ii) \( [u - \frac{1}{2}(C_x, x)]_{C^{1,\alpha}(\overline{\Omega})} < \delta \),
(iii) \( D^2 u(x) \in E_{(k, -k)} \) a.e. in \( \Omega \),
(iv) For any ball \( B \subset \Omega \) there exists a constant \( c_B > 1 \) such that
(72) \[
\frac{1}{c_B} t^{-\frac{2K}{K+1}} \lesssim \{|x \in B : |D^2 u(x)| > t\} \lesssim c_B t^{-\frac{2K}{K+1}}
\]
for all \( t \geq 1 \).

In particular \( u \in W^{2,q}(\Omega) \) for every \( q < \frac{2K}{K+1} \) but for any ball \( B \subset \Omega \) we have \( \int_B |D^2 u(x)|^{\frac{2K}{K+1}} \, dx = \infty \).
The scheme of the proof for the corresponding theorem for isotropic equations, Theorem 3.2 can be followed line by line, replacing always Lemma 3.6 by Lemma 4.5 and part (i) of Lemma 2.1 by part (ii).

\[ \square \]
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