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Abstract

We prove the existence and uniqueness of pulsating waves for the motion by mean curvature of an $n$-dimensional hypersurface in an inhomogeneous medium, represented by a periodic forcing. The main difficulty is caused by the degeneracy of the equation and the fact the forcing is allowed to change sign. Under the assumption of weak inhomogeneity, we obtain uniform oscillation and gradient bounds so that the evolving surface can be written as a graph over a reference hyperplane. The existence of an effective speed of propagation is established for any normal direction. We further prove the Lipschitz continuity of the speed with respect to the normal and various stability properties of the pulsating wave. The results are related to the homogenization of mean curvature flow with forcing.

1 Introduction

In this paper, we study the mean curvature flow of a hypersurface in a periodic inhomogeneous medium. More precisely, we consider the evolution of an $n$-dimensional surface $\{\Gamma(t) \subseteq \mathbb{R}^{n+1} : t \geq 0\}$ with its motion law given by:

$$V_N(p) = H(p) + \delta f(p), \quad p \in \Gamma(t)$$  \hspace{1cm} (1)
where \( V_N \) and \( H \) are the normal velocity and mean curvature of \( \Gamma(t) \), and \( \delta \) is a positive number which measures the strength of the spatial inhomogeneity, represented by \( f \). Without loss of generality, we assume \( 0 < \delta < 1 \). The function \( f: \mathbb{R}^{n+1} \rightarrow \mathbb{R} \) satisfies the following conditions:

\[
\begin{align*}
A: \quad & (i) \ f \text{ is } \mathbb{Z}^{n+1} \text{-periodic, i.e. } f(p + \omega) = f(p) \text{ for all } p \in \mathbb{R}^{n+1} \text{ and } \omega \in \mathbb{Z}^{n+1}. \\
& (ii) \ f(\cdot) \text{ is twice continuously differentiable and } \|f\|_{C^2(\mathbb{R}^{n+1})} = F < \infty.
\end{align*}
\]

Note that \( f \) is not restricted to be either positive or negative.

The main contribution of the present paper is that under the above rather weak assumption for the forcing, together with \( \delta \) small enough, we are able to show for any direction \( \nu \) the existence of a unique speed \( c_\nu \) and a number \( D < \infty \) such that the solution of (1) starting from a plane with normal \( \nu \) stays as a graph over the same plane for all times, and moreover, this graph lies within a distance \( D \) from a plane which has normal \( \nu \) and moves with normal velocity \( c_\nu \). This result is motivated by and extends the geometric arguments of [4] which essentially considers a stationary version of (1). Using the language of homogenization, we have in fact shown the existence of a homogenized front — hyperplane with normal \( \nu \) — which moves with an effective speed — \( c_\nu \).

Furthermore, if \( c_\nu \neq 0 \), we show that pulsating waves exist. A pulsating wave is a special solution defined globally in space and time with the property that a spatial translation that keeps the periodic environment invariant (lattice translation) corresponds to a translation in time. More precisely, \( \{\Sigma_\nu(t) \subseteq \mathbb{R}^{n+1} : t \in \mathbb{R}\} \) is a pulsating hypersurface evolving by (1) with normal direction \( \nu \) and velocity \( c_\nu \neq 0 \), if it satisfies the following property (see Figure 1):

\[
\Sigma(t + \tau) = \Sigma(t) + z, \quad \text{for all } z \in \mathbb{Z}^{n+1} \text{ and } \tau = \frac{\nu \cdot z}{c_\nu}.
\]

(2)

![Figure 1. The pulsating wave property: time shift corresponds to lattice translation.](image)

The interest in (1) stems from models for the motions of material interfaces (such as phase boundaries) in the over-damped limit, i.e. when inertial effects are neglected. Then the time evolution is often the negative gradient flow of some underlying energy functional. Such models should incorporate heterogeneities, which may arise from the periodic structure of the material or substrate, or impurities present in the material on a very fine scale. These heterogeneities create
a very oscillatory energy landscape and make the analysis of the dynamics very challenging. In particular, the large scale limit of the energy, obtained for example by means of Γ-convergence [10] and the large-scale limit of the gradient flow dynamics may not commute, i.e. the gradient flow of the limiting energy is not the scaling limit of the gradient flows. This is mainly due to the fact that the dynamical state of the gradient flows often gets stuck in the local minima created by the heterogeneities. The ultimate limiting behavior is the result of some nontrivial averaging process between energetic and kinematic effects. See [11] for some results along these lines. (The work [22] proves some Γ-convergence result in the time dependent case but the effect of oscillatory energy landscape is not considered.)

The motion law (1) is motivated by the evolution of phase boundaries [1] or defects such as dislocation lines in a solid [3, 9, 21]. The “non-oscillatory” part of the energy for the gradient flow model is chosen to be the interfacial energy (area of a hypersurface). This model thus captures the competition between the tendency to decrease the interfacial energy — flatten the interface — while at the same time adapting to inhomogeneities on a very small spatial scale. The mathematical analysis of this simple “physical” model is already challenging as the interaction between the nonlinearities and heterogeneities can be quite intricate.

One question of interest is the effective front and velocity of Γ(t) on a large space-time scale. This can be phrased as follows: Given any direction ν ∈ S^n, is there a number c_ν such that the solution of (1) starting from a plane with normal ν stays within bounded distance from a plane that has the same normal and moves with normal velocity c_ν?

In the framework of homogenization, the above question can be formulated in the following form. Introduce a small parameter ε and rescale (1) as:

\[ V_\varepsilon^\gamma = \varepsilon H(p) + \delta f (p/\varepsilon), \quad p \in \Gamma^\varepsilon(t). \tag{1_\varepsilon} \]

Then questions on the effective behavior and quantity are equivalent to investigating the limits of the solutions Γ^\varepsilon(t) of (1_\varepsilon) as \( \varepsilon \to 0 \). Note that the highest order (curvature) term is multiplied by the small parameter which makes the corresponding homogenization problem singular. In such a scaling, the curvature and heterogeneity are coupled together in an elaborate way and hence can lead to interesting phenomena.

The above question, though simply stated, is highly nontrivial. Besides the facts that the motion law (1) is extremely nonlinear and the equation written in appropriate coordinate is degenerate parabolic, the main technical difficulty in its analysis lies in the fact that the forcing f is allowed to change sign. For a forcing which is positive and satisfies some additional technical conditions, the problem on the existence of effective speed is solved in [19] using the machinery of viscosity solution. This is briefly explained here. Let \( U^\varepsilon : \mathbb{R}^{n+1} \times R^+ \to \mathbb{R} \) be a function with the property that each of its level sets \( \Sigma^\lambda_\varepsilon(t) = \{ x \in \mathbb{R}^{n+1} : U^\varepsilon(x,t) = \lambda \} \) evolves by (1_\varepsilon), then \( U^\varepsilon \) solves the following nonlinear degenerate parabolic equation:

\[ U_\varepsilon^\gamma = \varepsilon tr \left[ (I - |\nabla U^\varepsilon|^{-2} (\nabla U^\varepsilon \otimes \nabla U^\varepsilon)) D^2 U^\varepsilon \right] + \delta f(X/\varepsilon)|\nabla U^\varepsilon|. \tag{3} \]
It is conjectured (and proved in [19] for certain $f$ which remains strictly positive) that the solutions $U^\nu$ converge to a solution $\mathcal{U}$ of a homogenized problem which in the level set formulation becomes the following first order equation:

$$\mathcal{U}_t = c_{\mathcal{V}[\mathcal{V}]} - 1 \nabla \mathcal{U}. \quad (4)$$

(See also [2, 3] for results related to the above homogenization problem. The work [20] studies a semilinear version of (1), but still with positive forcing.)

Another interesting behavior concerning (1) is the pinning/de-pinning phenomena. To explain this, introduce an additional parameter $F$ into (1):

$$V_N = H(p) + \delta(f(p) + F) \quad (1_F)$$

which models the presence of some external field imposed on the dynamics. The relevant questions in terms of application and modeling include the de-pinning threshold $F_c$ defined as the smallest force $F$ required to obtain a nonzero velocity $c_\nu$, and also the relationship between the effective velocity and the excess forcing $F - F_c$. This question is not addressed in the present paper but is studied in detail in [11] for semi-linear PDEs which are approximations of (1) when the evolving hypersurface is close to a very “flat” graph. We expect that for planes with rational normal direction and small $\delta$, the method of [11] can be extended to (1), but the estimates will in general not be uniform in the direction. We remark that, unlike the effective velocity $c_\nu$, the de-pinning threshold $F_c$ is in general not continuous in the direction $\nu$ (see Section 5 for a simple example and also [5] for some results on a related discrete system.)

We now introduce the setting of the present paper. The investigation of effective behavior is very much tied to the consideration of plane-like solutions of (1), i.e. there exists a fixed unit vector $\nu \in \mathbb{S}^n$ such that for all $t \geq 0$, the solution $\Gamma(t)$ satisfies:

$$D(t) := \sup_{p,q \in \Gamma(t)} (p - q) \cdot \nu < \infty. \quad (5)$$

Furthermore, the existence of effective property relies intimately to the fact that $D(t)$ is uniformly bounded in time.

In order to incorporate general $\nu$, we introduce two coordinate systems for $\mathbb{R}^{n+1}$. First, we write $\mathbb{R}^{n+1}$ as

$$\mathbb{R}^{n+1} = \left\{ \left( \begin{array}{c}
X \\
X_{n+1}
\end{array} \right) : X \in \mathbb{R}^n, \ X_{n+1} \in \mathbb{R} \right\}.$$

Let $\mathcal{O}_\nu$ be a positively oriented orthogonal transformation of $\mathbb{R}^{n+1}$ such that $\nu = \mathcal{O}_\nu((0, \ldots , 0, 1)^T)$. Introduce the new coordinate system: $(x, x_{n+1})$, $x \in \mathbb{R}^n$ and $x_{n+1} \in \mathbb{R}$ such that

$$\left( \begin{array}{c}
x \\
x_{n+1}
\end{array} \right) = \mathcal{O}_\nu^T \left( \begin{array}{c}
X \\
X_{n+1}
\end{array} \right).$$
Observe that the \((x, x_{n+1})\)-coordinate of \(\nu\) is \((0, \ldots, 0, 1)\). We call the \((X, X_{n+1})\)- and \((x, x_{n+1})\)-coordinate systems the reference and tilted frames respectively (see Figure 2).

![Figure 2. The original and the tilted frame. The lattice stands for the period of the forcing.](image)

If \(\Gamma(t)\) can be written as a graph over the plane \(x_{n+1} = 0\), i.e. \(\Gamma(t) = \{(x, u(x, t)) : x \in \mathbb{R}^n, \ u \in \mathbb{R}\}\), then \(u\) solves the following quasi-linear parabolic differential equation:

\[
    u_t = Af(v, x, u) = \sqrt{1 + |\nabla u|^2} \text{div} \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right) + \delta \sqrt{1 + |\nabla u|^2} f(O_v(x, u)^T), \tag{6}
\]

The symbol \(\nabla\) refers to the gradient operator with respect to the \(x\)-variables. Note that (6) is invariant under the lattice translation in the following sense

\[
    Af(v, x + x', u + u') = Af(v, x, u) \quad \text{for all} \quad \left( \begin{array}{c} x' \\ u' \end{array} \right) \in O_v^T \mathbb{Z}^{n+1}. \tag{7}
\]

Equation (6) plays a fundamental role in this paper. The notation \(\nu\) will sometimes be suppressed, unless needed in the presentation. The main difficulty in the study of (6) is that it is not uniformly parabolic and becomes degenerate as the gradient blows up. If the forcing is large, this can indeed happen in finite time even if the initial data is smooth. Furthermore, the graph representation might not be preserved in time (Section 5). However, by a combination of the periodicity of the domain and the smallness of the inhomogeneity of the medium, we are able to derive several useful uniform estimates for the solution of (6) which allow us to employ many techniques for parabolic PDEs to the study of (1).

The restriction to small forcing is not just for convenience (so that we only need to deal with classical solutions). In fact, if the forcing is large, it can lead to quite a different phenomena. First, "pinch-off" — a portion of the graph becomes detached from the overall surface — can happen. Even though this can still be potentially handled by the level-set formulation ([14, 7]), it involves a different type of technicality. Second, on a more fundamental level of difficulty, there might not even be an effective front or effective behavior due to the possibility of fingering. How to define a modified notion of homogenized object and equation is not completely clear. Section 5 gives some explicit examples of these phenomena.
We expect that our results for graph-like pulsating waves can be extended by fairly standard arguments to yield a homogenization result for the level set equation (3). Indeed, using the fact that our graph-like pulsating wave solution $u(x,t)$ satisfies $u_t > 0$ (Proposition 14), one can construct a special solution for (3) by setting
\[ \{ U(x, x_{n+1}, t) = \lambda \} = \{ u(x, t + \lambda) = x_{n+1} \}. \]

In a rotated and moving frame
\[ \bar{U}(x, x_{n+1}, t) = U(x, x_{n+1}, t) - x_{n+1} - c_P t \]
is a \textit{globally bounded} solution of
\[ \bar{U}_t = \text{tr} \left[ (I - |\nabla \bar{U} + P|^{-2} (\nabla \bar{U} + P) \otimes (\nabla \bar{U} + P)) D^2 \bar{U} \right] + \delta f |\nabla \bar{U} + P| - c_P, \]
where without loss of generality, $P = \nu = (0, \ldots, 0, 1)$. This clearly implies a homogenization result for plane-like initial data. Note that the above equation is a special case of the equation for the so-called \textquotedblleft corrector\textquotedblright. As the limit effective velocity is continuous in the normal (Proposition 10), we expect the extension to more general initial data to be straightforward, but in order to keep the present paper focused and of reasonable length, we will not address these issues here.

1.1 Outline of Paper

Section 2 proves the key estimates for (6) — uniform oscillation and gradient bounds (Theorem 3, Corollary 4) — to be used for the rest of the paper. The existence of classical solution with Lipschitz initial data (Theorem 6) and a gradient decay estimate (Theorem 7) are also presented. Section 3 establishes the existence, uniqueness and Lipschitz continuity of the effective speed of propagation for any normal direction $\nu$. Section 4 proves the existence, uniqueness and various stability properties of the pulsating wave solutions. Section 5 provides some examples for the formation of singularities if the forcing is large. The Appendix contains the proof of Theorems 6 and 7 which are somewhat long and technical.

2 Estimates for Mean Curvature Flow in Inhomogeneous Medium

The following simple geometric lemma is the starting point for the uniform estimates derived later. It essentially shows that starting from a hyperplane, at any fixed time $t$, if a cube $Q$ is \textquotedblleft above(below)\textquotedblright the interface $\Gamma(t)$, so is any \textquotedblleft tangential\textquotedblright translates $Q + w$. This result is motivated by the work [4].

\textbf{1 Lemma.} Let $\{ \Gamma(t) : t \geq 0 \}$ be a connected hypersurface in $\mathbb{R}^{n+1}$ and a classical solution of (1) with initial datum $\Gamma(0) = \{ (X, X_{n+1}) : (X, X_{n+1})^T \cdot \nu = 0 \}$, i.e. $x_{n+1} = 0$. Let $\Sigma^\pm(t) \subseteq \mathbb{R}^{n+1}$ be connected open sets such that for all $t$, $\Gamma(t) = \partial \Sigma^+(t) = \partial \Sigma^-(t)$, $\mathbb{R}^{n+1} = \Gamma(t) \cup \Sigma^+(t) \cup \Sigma^-(t)$,
and the vector \( \nu \) points into \( \Sigma^+(t) \). Let \( z \in \mathbb{Z}^{n+1} \) and \( Q(z) = \text{Int}([0,1]^{n+1} + z) \). Then following statements hold.

If \( Q(z) \subseteq \Sigma^+(t) \), then \( Q(z + w) \subseteq \Sigma^+(t) \) for all \( w \in \mathbb{Z}^{n+1} \) with \( w \cdot \nu \geq 0 \). Similarly, if \( Q(z) \in \Sigma^-(t) \), then \( Q(z + w) \subseteq \Sigma^-(t) \) for all \( w \in \mathbb{Z}^{n+1} \) with \( w \cdot \nu \leq 0 \).

Proof. Without loss of generality, we will just prove the first statement. Let \( \Gamma(t) \) be the solution of (1) with initial datum \( \Gamma(0) + w \) and \( \hat{\Sigma}^\pm(t) \) be the two open sets similarly defined as \( \Sigma^\pm(t) \) for \( \Gamma(t) \). By the uniqueness of classical solution of (1) — a consequence of the comparison principle for parabolic equations, it follows from the periodicity of the inhomogeneity that \( \Gamma(t) = \Gamma(t) + w \) and \( \hat{\Sigma}^+(t) = \Sigma^+(t) + w \). Moreover as \( \Gamma(0) \subseteq \Sigma^+(0) \), the comparison principle implies that \( \hat{\Sigma}^+(t) \subseteq \Sigma^+(t) \). Since \( Q(z) \subseteq \Sigma^+(t) \), we have

\[
Q(z) + w \subseteq \Sigma^+(t) + w = \hat{\Sigma}^+(t) \subseteq \Sigma^+(t)
\]

which proves the claim. \( \square \)

The following notations are introduced for convenience:

\[
\text{osc}(\Gamma, B, \nu) := \sup_{p,q \in \Gamma \cap B} (p - q) \cdot \nu \quad \text{(for } B \subseteq \mathbb{R}^{n+1} \text{)} \quad \text{and} \quad \text{osc}(\Gamma, \nu) := \text{osc}(\Gamma, \mathbb{R}^{n+1}, \nu).
\]

If \( \{(x, u(x)) : x \in \mathbb{R}^n \} \) is the graph representation of \( \Gamma \) over \( \mathbb{R}^n \),

\[
\text{osc}(u, B) := \sup_{x,y \in \mathbb{R}^n \cap B} u(x) - u(y) \quad \text{(for } B \subseteq \mathbb{R}^n \text{)} \quad \text{and} \quad \text{osc}(u) := \text{osc}(u, \mathbb{R}^n).
\]

The previous Lemma immediately leads to the following result.

2 Lemma. Let \( \{\Gamma(t)\}_{t \geq 0} \) be as in Lemma 1, in particular \( \Gamma(0) = \{(X, x_{n+1}) : (X, x_{n+1})^T \cdot \nu = 0 \} \), i.e. \( x_{n+1} = 0 \). Let \( B = \{(X, X_{n+1}) \subseteq \mathbb{R}^{n+1} : |X| \leq 2\sqrt{n+1} \} \). Then for all \( t \geq 0 \),

\[
\text{osc} \left( \Gamma(t), \mathcal{O}_\nu(B), \nu \right) \leq \text{osc} \left( \Gamma(t), \nu \right) \leq \text{osc} \left( \Gamma(t), \mathcal{O}_\nu(B), \nu \right) + 4\sqrt{n+1}.
\]

(8)

In the graph setting, \( \Gamma(t) = \{(x, u(x,t)) : x \in \mathbb{R}^n \} \), upon introducing \( B = \{x : |x| \leq 2\sqrt{n+1} \} \), then it holds similarly that

\[
\text{osc} \left( u(\cdot,t), B \right) \leq \text{osc} \left( u(\cdot,t) \right) \leq \text{osc} \left( u(\cdot,t), B \right) + 4\sqrt{n+1}.
\]

(9)

(The quantity \( \sqrt{n+1} \) comes from the diameter of the unit cube in \( \mathbb{R}^{n+1} \).)

It is crucial for our analysis that \( \text{osc}(\Gamma(t), \nu) \) remains uniformly bounded for all time. For the existence and uniqueness of the speed as stated in Theorem 8, we could simply make this as a standing assumption, or we can work in the graph setting in which such an assumption can be justified. The next several results show that this assumption is indeed valid provided the forcing is small compared with the period. For the clarity of presentation, the proofs are postponed till after the results are listed.
In the following, the symbol \( C(F) \) denotes some universal constant which depends on the quantity \( F = \| f \|_{C^2(\mathbb{R}^{n+1})} \). The constant convention is used: Different constants are denoted by the same symbol \( C(F) \), provided they depend only on \( \| f \|_{C^2(\mathbb{R}^{n+1})} \). In addition, if \( u(x,t) \) is a solution of (6), we denote:

\[
z(x,t) := \sqrt{1 + |\nabla u(x,t)|^2} \quad \text{and} \quad \| z(t) \|_{\infty} := \sup_{x \in \mathbb{R}^n} z(x,t).
\]

3 Theorem (Bernstein’s Method). Let \( \{u(x,t) : x \in \mathbb{R}^n, 0 \leq t \leq T\} \) be the classical solution of (6) with uniformly Lipschitz and bounded initial datum \( u_0(x) \). Further, let \( K \) be a constant such that \( K > \| z(0) \|_{\infty} \). Then:

\[
\sup_{t \in [0,T_K]} \| z(t) \|_{\infty} \leq \| z(0) \|_{\infty} + \lambda(\delta, K, F) \sup_{t \in [0,T_K]} \text{osc}(u(t))
\]

(10)

where \( T_K := T \wedge \inf \{ t \geq 0 : \| z(t) \|_{\infty} > K \} \) and \( \lambda(\delta, K, F) := C(F)\sqrt{\delta}K^2 \).

4 Corollary (Uniform Oscillation and Gradient Bounds). Let \( \{u(x,t) : x \in \mathbb{R}^n, 0 \leq t \leq T\} \) be as in Theorem 3. There is a \( \delta_0(F) > 0 \) such that if \( u_0(x) \equiv 0 \), then for all \( 0 \leq \delta \leq \delta_0 \), the following two estimates hold:

\[
\sup_{t \in [0,T]} \| z(t) \|_{\infty} \leq 1 + C(F)\delta^{\frac{1}{2}} \quad \left( \text{or written differently} \quad \sup_{t \in [0,T]} \| \nabla u(t) \|_{\infty} \leq C(F)\delta^{\frac{1}{2}} \right).
\]

(11)

\[
\sup_{t \in [0,T]} \text{osc}(u(t)) \leq D_0 := C(F)(1 + \delta^{\frac{1}{2}}).
\]

(12)

For general initial datum \( u_0(x) \), set \( M_0 := \text{osc}(u_0) \). Then:

\[
\sup_{t \in [0,T]} \text{osc}(u(t)) \leq D_1(M_0) := D_0 + [M_0]\sqrt{n+1}
\]

(13)

(where \([r]\) denotes the smallest integer bigger or equal to \( r \)). Furthermore, for all \( K > \| z(0) \|_{\infty} \)

and \( 0 \leq \delta \leq \delta_1 := C(F) \left[ \frac{K - \| z(0) \|_{\infty}}{K^2(D_0 + [M_0]\sqrt{n+1})} \right]^2 \), then

\[
\sup_{t \in [0,T]} \| z(t) \|_{\infty} \leq \| z(0) \|_{\infty} + \lambda(\delta, K, F)D_1(M_0).
\]

(14)

5 Remark. 1. The above two results show that the solution has uniform gradient bound in space and time as long as \( \delta \) is small enough. They make equation (6) uniformly parabolic and thus allow us to use standard techniques for quasilinear equations. In addition, note that all the estimates are independent of \( T \). Hence by continuation in the time variable, we can in fact show that classical solution exists globally in time. This will be stated more precisely in Theorem 6.
2. In contrast to the case of pure mean curvature flow — \( f \equiv 0 \), due to the degeneracy of the parabolic operator, estimates for solutions of (6) of the form \( \|z(t)\|_\infty \leq \|z(0)\|_\infty \) ([13, Cor 3.1]) and \( \|z(t)\|_\infty \leq G(\text{osc}(u(0)), t) \) for some function \( G \) (see for example [15, Thm. 5.2]) cannot be true. Examples can easily be constructed such that an initial graph will not stay as a graph — the gradient can blow up in finite time (see Section 5).

On the other hand, our results show that a global in time estimate for the gradient is possible through a combination of small forcing and uniform oscillation bound. In the present paper, the latter is obtained by means of Lemma 1.

3. The dependence of the choice of \( \delta \) on the size of the period — here assumed to be 1 — of the spatial inhomogeneity can be seen by scaling. Suppose the \( f \) in (6) is \( P \)-periodic in the \( x \)- and \( u \)-variables. Consider the scaling:

\[ x = P \bar{x}, \quad u = Pu, \quad t = P^2 \bar{t}. \]

Then equation (6) written in the \( \bar{x}, \bar{u} \) and \( \bar{t} \) variables becomes:

\[ \bar{u}_\bar{t} = \sqrt{1 + \left| \nabla \bar{u} \right|^2} \text{div} \left( \frac{\nabla \bar{u}}{\sqrt{1 + \left| \nabla \bar{u} \right|^2}} \right) + \delta P \sqrt{1 + \left| \nabla \bar{u} \right|^2} f(C_{\nu}(P \bar{x}, Pu)^T). \]

We need \( \bar{\delta} = \delta P \) to be small. More precisely,

\[ \delta P \ll \Delta\left( \|f(P \cdot, P \cdot)\|_{C^2} \right) \quad \text{i.e.} \quad \delta \ll \frac{1}{P} \Delta\left( \|f\|_\infty + P \|D_{x,u}f\|_\infty + P^2 \|D_{x,u}^2f\|_\infty \right) \]

where \( \Delta(\cdot) \) is some monotonically decreasing function. Qualitatively, small period allows larger \( \delta \) while large period requires small \( \delta \). The results in this paper requires the \( C^2 \)-norm of \( f \) which demands a more stringent condition on the choice of \( \delta \). It would be interesting to see if only the dependence on \( \|f\|_\infty \) is needed.

6 Theorem (Existence of Classical Solution of (6)). Let \( u_0(x) \) be the initial data of (6). If \( \|\nabla u_0\|_\infty = N_0 < \infty \), then there is a \( T = T(\delta, F, N_0) > 0 \) such that (6) has a unique classical solution for \( t \in (0, T) \). Moreover, it holds that:

\[ \|D^2u(\cdot, t)\|_{L^\infty(\mathbb{R}^n)} \leq C(N_0, F, T) \frac{1}{\sqrt{t}}. \quad (15) \]

If in addition, \( \|u_0\|_\infty = M_0 < \infty \), then for all \( \delta \) smaller than some constant \( \delta_2(F, M_0, N_0) \), there exists a unique solution of (6) for all time. In this case, the following estimate holds:

\[ \|D^2u(\cdot, t)\|_{L^\infty(\mathbb{R}^n)} \leq C_1(N_0, F) \frac{1}{\sqrt{t}} + C_2(N_0, F). \quad (16) \]

The following statement, though strictly speaking not needed, is interesting in its own right. It indicates the parabolic regularization property of (6) and might be useful for other purposes.
7 Theorem (Gradient Decay Estimate). Let \( \{u(x,t) : x \in \mathbb{R}^n, 0 \leq t \leq T\} \) be as in Theorem 3. Suppose \( \|z(0)\|_{\infty} = N_0 < \infty \) and \( \|u\|_{L_\infty([\mathbb{R}^n \times [0,T])} \leq M < \infty \). Then there exist constants 
\( 0 < \delta_3(T,N_0,M,F) \), and \( 0 < N_1(\delta,T,M,F) < N_2(\delta,T,M,F) \) such that for all \( 0 < \delta < \delta_3 \),
\[
\text{if } N_1 \leq \|z(0)\|_{\infty} \leq N_2, \text{ then } \|z(T)\|_{\infty} \leq \frac{1}{2} \|z(0)\|_{\infty}.
\]
Furthermore, \( N_1 \) and \( N_2 \) satisfy
\[
\lim_{\delta \to 0} N_1(\delta,T,M,F) = N_1^* < \infty \text{ and } \lim_{\delta \to 0} N_2(\delta,T,M,F) = \infty.
\]
As mentioned earlier, the gradient can blow up in finite time. Hence an upper bound for \( \|z(0)\|_{\infty} \)
is necessary for such kind of statement.

We now proceed to prove Theorem 3 and Corollary 4 which are the core estimates needed
for the rest of the paper. The proofs of Theorems 7 and 6 will be presented in the Appendix.

Proof of Theorem 3. Let \( \lambda > 0 \) be some positive number (to be determined). We define the
following function:
\[
\Phi(x,t) := z(x,t) + \lambda [u^*(t) - u(x,t)], \quad u^*(t) := \sup_{x \in \mathbb{R}^n} u(x,t), \quad \Phi^*(t) := \sup_{x \in \mathbb{R}^n} \Phi(x,t).
\]
Note that
\[
\frac{d}{dt} u^*(t) \leq \delta \|f\|_{\infty} \quad \text{and} \quad u^*(t) - u(x,t) \leq \text{osc}(u(t)).
\]
We will show the existence of a function \( \lambda(\delta,K,F) \) such that if \( \lambda > \lambda(\delta,K,F) \), then
\[
\sup_{t \in [0,T_K]} \Phi^*(t) \leq \Phi^*(0) + \lambda \sup_{t \in [0,T_K]} \text{osc}(u(t)). \quad (17)
\]
First note that for all \( t \in [0,T_K] \), there exists a sequence \( \{x_j(t)\}_j \subset \mathbb{R}^n \) with
the following property
\[
\Phi(x_j(t),t) \to \Phi^*(t), \quad \nabla \Phi(x_j(t),t) \to 0 \quad \text{and} \quad \lim_j D^2 \Phi(x_j(t),t) \leq 0. \quad (18)
\]
The last inequality is understood in the sense that \( \lim_j \langle [D^2 \Phi(x_j(t),t)]v, v \rangle \leq 0 \) for all \( v \in \mathbb{R}^n \).
(Such a sequence may be constructed by considering the maxima of the functions \( \Phi_{x_j}(x,t) := \Phi(x,t) - \epsilon_j |x|^2 \) and upon choosing \( \epsilon_j \to 0 \) appropriately.)

Now consider the above sequence at \( t = T^* \in [0,T_K] \) where \( \Phi^*(T^*) = \sup_{t \in [0,T_K]} \Phi^*(t) \). The
following two cases can be distinguished:

(i) \( \lim_j |\nabla u(x_j(T^*),T^*)| \to 0. \)

(ii) There exists a subsequence (still denoted by \( j \)) \( x_j(t) \)'s such that
\[
\lim_j |\nabla u(x_j(T^*),T^*)| \text{ exists and is positive.} \quad (19)
\]
If $T^* = 0$, then we immediately have:

$$\sup_{t \in [0,T_K]} \Phi^*(t) \leq \Phi^*(0) \leq \|z(0)\|_\infty + \lambda \text{osc}(u(0)).$$

If $T^* > 0$ and case (i) above holds, then

$$\sup_{[0,T_K]} \Phi^*(t) \leq \Phi^*(T^*) = 1 + \lambda \text{osc}(u(T^*)) \leq 1 + \lambda \sup_{[0,T_K]} \text{osc}(u(T^*)).$$

Together, these two cases give (17).

We now show that the case with $T^* > 0$ and case (ii) above cannot happen if we choose $\lambda$ large enough. We first present a claim which will be proved later:

**Claim I.** Let $V$ be a vector in $\mathbb{R}^n$ and $G_V$ be the linear functional on the space of symmetric $n \times n$ matrices defined as:

$$G_V(S) = \text{tr} \left[ \left( I - \frac{V \otimes V}{1 + |V|^2} \right) S \right] = S_{ii} - \frac{1}{1 + |V|^2} V_i V_j S_{ij}. $$

Then $G_V(S)$ is $\geq \ (\leq \ 0$ for any symmetric semi-positive (negative) definite matrix $S$.

Applying the above claim to $D^2 \Phi(x_j(T^*), T^*)$, we have

$$0 \leq \lim_j \left\{ \Phi_t(x_j(T^*), T^*) - \nabla u(x_j(T^*)) \left( D^2 \Phi(x_j(T^*), T^*) \right) \right\}. $$

Hence

$$0 \leq \lim_j \left\{ z_t(x_j(T^*), T^*) - \nabla u(x_j(T^*)) \left( D^2 z(x_j(T^*), T^*) \right) \right. $$

$$ - \lambda \left[ u_t(x_j(T^*), T^*) - \nabla u(x_j(T^*)) \left( D^2 u(x_j(T^*), T^*) \right) \right] + \lambda \frac{d}{dt} u^*(T^*) \}

which by (64) is equivalent to

$$0 \leq \lim_j \left\{ - \frac{D^2u^2}{z} + \frac{\langle \nabla u, \nabla z \rangle}{z^2} + \delta \left( \frac{\langle \nabla u, \nabla z \rangle}{z} f(x, u) + \langle \nabla u, \nabla f(x, u) \rangle + |\nabla u|^2 f_u(x, u) \right) \right. $$

$$ - \lambda \delta f(x, u) + \lambda \frac{d}{dt} u^*(t) \} \bigg|_{(x_j(T^*), T^*)} \right) \}

which by (18), we have

$$\nabla z(x_j(T^*), T^*) = \lambda \nabla u(x_j(T^*), T^*) + \rho_j \ (21)$$

for some vector $\rho_j$ such that $\lim_j \rho_j = 0$. Now we make another claim which will be shown later:

**Claim II.** With case (ii) above, i.e. (19) holds, we have the following statement:

$$\lim_j \frac{D^2u^2}{z(x_j(T^*), T^*)} \geq \lim_j \lambda^2 z(x_j(T^*), T^*). \ (22)$$
With the above, starting from (20), we proceed as follows. (The notation \((x_j(T^*),T^*)\) is suppressed.)

\[
0 \leq \lim_j \left\{ -\lambda^2 z + \frac{(\lambda |\nabla u|^2 + \langle \rho_j, \nabla u \rangle)^2}{z^3} + \delta C(F) \left( \frac{|\nabla u|^2 + \langle \rho, \nabla u \rangle}{z} + z + z^2 + 2\lambda \right) \right\}
\]

\[
\leq \lim_j \left\{ -\lambda^2 z + \frac{\lambda |\nabla u|^4}{z^3} + \delta C(F) \left( \lambda + \lambda z + z^2 \right) \right\}
\]

\[
\leq \lim_j \left\{ -\lambda^2 z^4 + \frac{\lambda^2 |\nabla u|^4}{z^3} + \delta C(F) \left( \lambda + \lambda z + z^2 \right) \right\}
\]

\[
\leq \lim_j \left\{ \frac{-\lambda^2 z^2 + \delta C(F) \left( \lambda + \lambda z + z^2 \right)}{z^4} \right\}
\]

i.e. \(\lambda^2 \leq \delta C(F) \lim_j (\lambda z + \lambda z^2 + z^3)\).

Using \(\delta C(F)\lambda z \leq \frac{1}{4} \lambda^2 + \frac{1}{4} \delta^2 C(F)^2 z^2\) and \(\delta C(F)\lambda z^2 \leq \frac{1}{4} \lambda^2 + \frac{1}{4} \delta^2 C(F)^2 z^4\), we have

\(\lambda^2 \leq C(F)(\delta + \delta^2)z^1\) or equivalently \(\lambda \leq C(F)\sqrt{\delta + \delta^2} \leq C(F)\sqrt{\delta K^2}\).

The above then leads to a contradiction upon choosing \(\lambda(\delta,K,F) = 2C(F)\sqrt{\delta K^2}\). □

We now give the proofs of Claims I and II.

Proof of Claim I. Without loss of generality, let \(S\) be semi-positive-definite. Let also \(\tilde{G} = (g^{ij})_{1 \leq i,j \leq n}\). Then

\[
\tilde{G}_V(S) = \text{tr}(\tilde{G}ST) = \text{tr} \left( \sqrt{S} \sqrt{\tilde{G}} \right) \geq 0
\]

thus proving the claim. (The symbol \(\sqrt{G}\) refers to the square root of \(G\) and so forth.) □

Proof of Claim II. Note that \(z_{x_i} = z^{-1}u_{x_i}u_{x_i}\). We re-write (21) as:

\[
\frac{1}{z(x_j(T^*),T^*)} [D^2 u](x_j(T^*),T^*) \nabla u(x_j(T^*),T^*) = \lambda \nabla u(x_j(T^*),T^*) + \rho_j
\]

In the following we suppress the notation \((x_j(T^*),T^*)\). Let \(\{\mu_l\}_{l=1,...,n}\) be the eigenvalues of \(D^2 u\).

Then

\[
\lambda |\nabla u|^2 + \langle \rho_j, \nabla u \rangle = \frac{\langle [D^2 u] \nabla u, \nabla u \rangle}{z} \leq \frac{\max_l |\mu_l||\nabla u|^2}{z}
\]

so that

\[
\lambda^2 |\nabla u|^4 + 2\lambda |\nabla u|^2 \langle \rho_j, \nabla u \rangle + \langle \rho_j, \nabla u \rangle^2 \leq \frac{(\max_l |\mu_l|^2 |\nabla u|^4}{z^2} \leq \frac{|D^2 u|^2 |\nabla u|^4}{z^2},
\]

leading to (22). (Recall that \(\lim_j |\nabla u(x_j(T^*),T^*)| > 0\). □
Proof of Corollary 4. For the case $u_0(x) \equiv 0$, by (9) of Lemma 2, we have

$$\text{osc}(u(t)) \leq \text{osc}(u(t), \{x \in \mathbb{R}^n : |x| \leq \sqrt{n+1}\}) + 4\sqrt{n+1} \leq C \|z(t)\|_{\infty} \text{ for some } C > 0. \quad (23)$$

From (10), let $K = 2$, we get $\sup_{t \in [0,T]} \|z(t)\|_{\infty} \leq 1 + C\lambda(\delta, 2, F) \sup_{t \in [0,T]} \|z(t)\|_{\infty}$. If $\delta$ is chosen small enough that $C\lambda(\delta, 2, F) \leq \frac{1}{2}$, then

$$\sup_{t \in [0,T]} \|z(t)\|_{\infty} \leq \frac{1}{1 - C\lambda(\delta, 2, F)} \leq 1 + C(F)\delta^\frac{1}{2}.$$ 

Further, if $\delta$ is small enough that $1 + C(F)\delta^\frac{1}{2} \leq 2$, the above estimate will hold for all $t$ up to time $T$, giving the desired result (11). The estimate (12) is a direct consequence of (23) and what we have just proved.

For general bounded initial data, (13) follows from using $\sup_{x \in \mathbb{R}^n} u_0(x)$ and $\inf_{x \in \mathbb{R}^n} u_0(x)$ as comparison data. Statement (14) follows from (10) and upon choosing small enough $\delta$ to ensure that $\|z(t)\| \leq K$ for $t \in [0,T]$. \(\square\)

From now on, we will always assume that $\delta$ is taken to be sufficiently small. The smallness depends on the initial quantities $\|\nabla u_0\|_{\infty}$ and $\text{osc}(u_0)$.

3 Effective Speed of Front Propagation

8 Theorem. Let $u(x,t)$ be the solution of (6) with initial datum $u(x,0) \equiv 0$, and let

$$w^c(x,t) := u(x,t) - ct.$$ 

Then there exists a unique, finite value $c_\nu$, such that

$$\|w^c\|_{L^\infty(\mathbb{R}^n \times \mathbb{R}_+)} \leq D_0 = D_0 + \sqrt{n+1} \quad (24)$$

where $D_0$ is the number from Corollary 4(12). Furthermore, $|c_\nu| \leq \delta \|f\|_{\infty}$ and $c_\nu$ is a Lipschitz continuous function of $\nu$.

To facilitate the proof, first define

$$A^c(t) := \sup_{x \in \mathbb{R}^n} w^c(x,t) \text{ and } B^c(t) := \inf_{x \in \mathbb{R}^n} w^c(x,t).$$

Note that both quantities are finite for each $t > 0$, as we can compare with constant sub- and super-solutions. Furthermore, by Corollary 4(12), we have

$$A^c(t) - B^c(t) = \text{osc}(u(t)) \leq D_0. \quad (25)$$

The proof of Theorem 8 is divided into two propositions.
9 Proposition. There exists a unique finite number \( c_\nu \) (\( |c_\nu| \leq \|f\|_\infty \)) such that for all \( t \geq 0 \),

\[-\sqrt{n+1} \leq A^c(t) \leq D_0 + \sqrt{n+1} \quad \text{(or equivalently: \ } -D_0 - \sqrt{n+1} \leq B^c(t) \leq \sqrt{n+1}) \quad \text{(26)}
\]

and

\[
\lim_{t \to +\infty} A^c(t) \quad \text{(or equivalently:) \ } \lim_{t \to +\infty} B^c(t) = \begin{cases} +\infty & \text{for } c < c_\nu \\ -\infty & \text{for } c > c_\nu \end{cases}
\]

Proof. The uniqueness of \( c_\nu \) and statement (27) are immediate consequences of (26). The bound \( |c_\nu| \leq \|f\|_\infty \) also follows easily from the comparison principle for parabolic equation.

Take a value of \( c \). If for this value of \( c \), (26) is satisfied, then clearly (27) is true by taking \( c_\nu = c \).

We show that either (26) is true or \( A^c \) and \( B^c \) diverge linearly in time, i.e.,

\[
\sup_t A^c(t) > D_0 + \sqrt{n+1} \implies \text{There exists } \alpha > 0, \beta > 0 \text{ s.t. } A^c(t) \geq \alpha t - \beta
\]

\[
\inf_t A^c(t) < -\sqrt{n+1} \implies \text{There exists } \alpha' > 0, \beta' > 0 \text{ s.t. } A^c(t) \leq -\alpha't + \beta'.
\]

Consider the first statement. (The second is shown in a similar way.) So suppose there exists \( t_0 \) such that \( A^c(t_0) > D_0 + \sqrt{n+1} \). By (25), \( B^c(t_0) > \sqrt{n+1} \).

In this case, there exists a constant \( h \) such that \( B^c(t_0) > h > \sqrt{n+1} \) and the planar function \( u_0^1(x) \equiv h \) is some upward lattice translate of \( u_0(x) \equiv 0 \) in the sense that

\[
\left\{(x, u_0^1(x)) : x \in \mathbb{R}^n \right\} = \{(x, u_0(x)) : x \in \mathbb{R}^n \} + (x_n', h)
\]

for some \( x_n' \in \mathbb{R}^n \) which satisfies \( \mathcal{O}_\nu^T(x_n', h)^T \in \mathbb{Z}^{n+1} \). Let \( u_1^1(x, t) \) be the solution of (6) with initial datum \( u_0^1(x) \). By the invariance of (6) under lattice translation and the uniqueness of classical solutions, then up to a delay in time and a translation of the graph in space by \( (x_n', h) \), the behavior of \( u_1^1(x, t) \) is exactly the same as that of \( u(x, t) \). Furthermore, as \( u(x, t_0) \geq u_1^1(x, 0) \), by comparison principle, we have

\[
u(x, 2t_0) \geq u_1^1(x, t_0) \geq 2h.
\]

By induction, we have: \( \inf_{x \in \mathbb{R}^n} u(x, it_0) \geq ih \).

Let \( I_0 := \inf_{t \in [0, t_0]} B^c(t) > -\infty \). By the translational invariance and the comparison principle again, we get \( B^c(t) \geq ih - I_0 \) on \( [it_0, (i+1)t_0] \). The first claim of (28) then follows with \( \alpha = h/t_0 \) and \( \beta = I_0 + h/t_0 \). The second claim can be proved similarly.

Now define

\[
c_\nu := \sup \left\{ c : \lim_{t \to \infty} A^c(t) = +\infty \right\}.
\]

(Note that with this definition, it follows that \( \lim_{t \to \infty} A^c(t) = +(-)\infty \) for \( c < (>) c_\nu \).)

If for this value of \( c_\nu \), (26) is not satisfied, using (28), then it holds that either

\[
\lim_{t \to \infty} A^c(t) = +\infty \quad \text{for } c' = c_\nu + \frac{1}{2}c
\]

or \( \lim_{t \to \infty} A^c(t) = -\infty \quad \text{for } c' = c_\nu - \frac{1}{2}c' \) (if there exists \( t_0 \) such \( A^c(t_0) \geq D_0 + \sqrt{n+1} \)).
Both cases contradict the definition (29) of $c_{\nu}$ and the remark immediately below it. Thus (26) must hold and the Proposition is proved. \(\square\)

We now proceed to prove the Lipschitz continuity of $c_{\nu}$.

**10 Proposition (Lipschitz Continuity of Speed with respect to $\nu$).** The speed $c_{\nu}$ is a Lipschitz function of $\nu$, i.e. there exists a $C(F, \delta) > 0$ such that for all $\nu, \tilde{\nu} \in \mathbb{S}^n$,

$$|c_{\nu} - c_{\tilde{\nu}}| \leq C |\nu - \tilde{\nu}|.$$

**Proof.** Fix $\nu, \tilde{\nu} \in \mathbb{S}^n$ with $|\nu - \tilde{\nu}| < c_0$ for a small constant $0 < c_0 = c_0(F, \delta) \ll 1$.

Consider (6) with $\nu$. Recall that in the $(x, x_{n+1})$-variables, $\nu = (0, \ldots, 0, 1)^T$. By choosing an appropriate rotation with respect to the axis $\nu$, we can assume $\tilde{\nu} = (\sin \theta, 0, \ldots, 0, \cos \theta)^T$ with $0 < \theta < \frac{\pi}{2}$. The main idea is to construct an approximate solution of (6) which is a plane-like surface with effective normal vector $\tilde{\nu}$. We will show that such a solution cannot have speed much faster then $c_{\nu}$. The construction of the approximating solution and its estimates are carried out in several steps.

**Step I – Kink-Like-Solution $\bar{u}$ (Figure 3).**

![Figure 3. Kink-Like-Solution](image)

Let $u(x, t)$ be a solution of (6) with $u(x, 0) \equiv 0$ and normal vector $\nu$. Let $c_{\nu}$ be the speed obtained by Proposition 9. By (26), we then also have $\|u(\cdot, t) - c_{\nu} t\|_{L^\infty(\mathbb{R}^n)} \leq D_2$ for all $t \geq 0$.

Let $H_1$, $H_2$ be two fixed positive constants satisfying $H_2 > H_1 > 2\sqrt{n} + 1$. Consider two lattice translates $u^{(1)}(x, t)$ and $u^{(2)}(x, t)$ of $u(x, t)$ such that

$$H_2 \geq u^{(2)}(x, t) - u^{(1)}(x, t) \geq H_1 \quad \text{for all } x \in \mathbb{R}^n, t \in \mathbb{R}_+.$$

Further, let $M$ be another fixed and large constant. Consider $\bar{u}_0(x)$ which is a smooth function interpolating between $u^{(2)}(x, 0)$ and $u^{(1)}(x, 0)$ in the following sense:

- $u^{(1)}(x, 0) \leq \bar{u}_0(x) \leq u^{(2)}(x, 0)$ for all $x \in \mathbb{R}^n$ and $\bar{u}_0(x) = u^{(2)}(x, 0)$ for $x_1 \leq -M$, while $\bar{u}_0(x) = u^{(1)}(x, 0)$ for $x_1 \geq M$;
\[ \| \bar{u}_0 \|_{C^2(\mathbb{R}^n)} \leq C H_2 M^{-2} \| u \|_{C^2(\mathbb{R}^n)}, \] where \( C \) is a universal constant which does not depend on \( f, M \) or \( \nu \).

Now define \( \bar{u}(x, t) \) as the classical solution of (6) with initial datum \( \bar{u}_0(x) \). By Theorem 6, \( \bar{u}(x, t) \) exists globally in time and satisfies \( \| \bar{u}, \bar{u}_t, D\bar{u}, D^2\bar{u} \|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^+)} < C(\delta, F, M, H_2) \), with 
\[ \lim_{M \to \infty} C(\delta, F, M, H_2) = C(\delta, F). \]

Next we show that \( \bar{u}(x, t) \) converges to \( u^{(1)}(x, t) \) exponentially as \( |x_1| \to \infty \). Consider \( \varphi(x, t) = \bar{u}(x, t) - u^{(1)}(x, t) \). Then \( \varphi(x, t) \) solves a linear, uniformly parabolic equation:
\[ \varphi_t = A_f(\nu, x, \bar{u}) - A_f(\nu, x, u^{(1)}) + \sum_{i,j} a_{ij}(x, t) \varphi_{x_i x_j}(x, t) + b_j(x, t) \varphi_{x_j}(x, t) + c(x, t) \varphi(x, t) \] (31)
where \( \| a_{ij} \|_{C^0} + \| b_j \|_{C^0} + \| c \|_{C^0} \leq C(\delta, F, M, H_2) \). From now on the dependence on \( \delta \) and \( F \) will not be written explicitly.

It is straightforward to verify that if \( A(M, H_2), B(M, H_2) \) are two large enough constants, then \( A e^{-x_1} e^{Bt} \) is a super-solution of (31) and \( 0 \leq \varphi(x, t) \leq A e^{-x_1} e^{Bt} \) for all \( x \in \mathbb{R}^n \) and \( t \geq 0 \). Similarly, we have \( 0 \leq \varphi(x, t) \leq A e^{x_1} e^{-Bt} \). Note that \( A \) is of order \( e^{M H_2} \). Combining these estimates gives:
\[ \max \left\{ u^{(2)}(x, t) - A e^{-x_1} e^{Bt}, u^{(1)}(x, t) \right\} \leq \bar{u}(x, t) \leq \min \left\{ u^{(1)}(x, t) + A e^{-x_1} e^{Bt}, u^{(2)}(x, t) \right\}. \] (32)

The above gives the following statement for \( \bar{u} \) which justifies it to be called a “kink-like” solution:
Let \( D_1 := D_1(H_2) \) be the bound on the oscillation as in (13). Then
\[ u^{(1)}(x, t) \leq \bar{u}(x, t) \leq u^{(1)}(x, t) + \frac{D_1}{1} \quad \text{for} \quad x_1 \geq Bt + \ln \frac{4A}{D_1} \]
\[ u^{(1)}(x, t) \leq \bar{u}(x, t) \leq u^{(2)}(x, t) \quad \text{for} \quad -Bt - \ln \frac{4A}{D_1} \leq x_1 \leq Bt + \ln \frac{4A}{D_1} \]
\[ u^{(2)}(x, t) - \frac{D_1}{1} \leq \bar{u}(x, t) \leq u^{(2)}(x, t) \quad \text{for} \quad x_1 \leq -Bt - \ln \frac{4A}{D_1} \] (33)

Note that the “width” of the region where \( \bar{u} \) interpolates between \( u^{(1)} \) and \( u^{(2)} \) grows at most linearly with speed \( B \).

**Step II – Plane-Like Approximation (Figure 4).**

Let \( \left\{ u^{(i)}(x, t) \right\}_{i=-\infty}^{\infty} \) be a sequence of solutions of (6) which are lattice translates of each other such that \( u^{(i)}(x, 0) \equiv -iH \) with some fixed constant \( H > 3D_2 \), where \( D_2 \) is the \( L^\infty \)-bound in the moving frame as in (24). By Proposition 9, we have
\[ \left\| u^{(i)}(x, t) + iH - c_y t \right\|_{L^\infty(\mathbb{R}^n, \mathbb{R}^+)} \leq D_2. \]
For the remaining proof, the above $H$ and the $M$ (used in the previous step) will be kept fixed. Let $L$ be a large constant ($\gg M$) which is to be determined.

Define $\tilde{u}^{(i)}(x, t)$ to be the kink-like solution which interpolates between $u^{(i+1)}$ and $u^{(i)}$ as in Step I but now “centered” at $iL$, i.e. $\tilde{u}^{(i)}(x, 0) = u^{(i+1)}(x, 0)$ for $x_1 \leq iL - M$, $\tilde{u}^{(i)}(x, 0) = u^{(i)}(x, 0)$ for $x_1 \geq iL + M$, and so forth. Now patch the $\{\tilde{u}^{(i)}\}_i$ together by means of a partition of unity: $\Phi(x, t) = \sum_{-\infty}^{\infty} \tilde{u}^{(i)}(x, t)\eta^i(x)$ where the $\{\eta^i\}_i$ is a sequence of smooth functions satisfying:

$$\eta^i(x) \geq 0, \quad \eta^i(x) = \begin{cases} 1 & x_1 \in [iL - \frac{L}{4}, iL + \frac{L}{4}] \\ 0 & x_1 \in (-\infty, iL - \frac{3L}{4}] \cup [iL + \frac{3L}{4}, \infty) \end{cases} \quad \text{and} \quad \sum_i \eta^i(x) = 1.$$  

The $\Phi(x, t)$ thus constructed has the following properties:

1. Using (33), $\Phi(x, t)$ approximates a tilted plane in the following sense: for all $i \in \mathbb{Z}$:

   - For $x \in \mathbb{R}^n : (i - 1)L + Bt + \ln \frac{4A}{D_1} \leq x_1 \leq iL - Bt - \ln \frac{4A}{D_1}$:
     $$u^{(i-1)}(x, t) + \frac{D_1}{4} \geq \tilde{u}(x, t) \geq u^{(i-1)}(x, t) - \frac{D_1}{4} \quad (34)$$

   - For $x \in \mathbb{R}^n : iL - Bt - \ln \frac{4A}{D_1} \leq x_1 \leq iL + Bt + \ln \frac{4A}{D_1}$:
     $$u^{(i-1)}(x, t) + \frac{D_1}{4} \geq \tilde{u}(x, t) \geq u^{(i)}(x, t) - \frac{D_1}{4} \quad (35)$$

   The above structure is valid if $(i - 1)L + Bt + \ln \frac{4A}{D_1} \leq iL - Bt - \ln \frac{4A}{D_1}$, i.e.

   $$0 < t < T_L := \frac{L}{2B} - \frac{1}{B} \ln \frac{4A}{D_1} \quad (36)$$

   Note that as $A$ and $B$ (which are defined through $M$ and $H$) are fixed, we get $0 < T_L$ if $L$ is sufficiently large.

2. The effective normal of the tilted plane approximated by $\Phi(\cdot, t)$ (for $0 < t < T_L$) is given in the $(x, x_{n+1})$-variables by

   $$\left(\frac{H}{\sqrt{L^2 + H^2}}, 0, \ldots, 0, \frac{L}{\sqrt{L^2 + H^2}}\right)^T.$$

   which can be set to equal $\tilde{\nu} = (\sin \bar{\theta}, 0, \ldots, 0, \cos \bar{\theta})^T$ upon choosing:

   $$L = H \cot \bar{\theta}.$$  

   i.e. $L \sim \frac{H}{\bar{\theta}}$ as $\bar{\theta} \rightarrow 0$.

3. $\Phi$ solves (6) exactly for all $t \geq 0$ and $x \in \mathbb{R}^n$ such that $x_1 \in [iL - \frac{L}{4}, iL + \frac{L}{4}]$.

4. Now statement (32) combined with the properties of the $\eta$ and parabolic regularity gives a constant $C = C(M, H)$ such that

   $$\sup_i \left\| \Phi(\cdot, t) - u^{(i)}(\cdot, t) \right\|_{C^2} \leq Ce^{-\frac{L}{4}e^{Bt}}. \quad (38)$$
Step III – Approximation of Speed.

This step shows that the normal speed of propagation of the tilted plane approximated by $\Phi(x,t)$ cannot be much bigger than $c_\nu$.

In fact, by (34)-(35), there exists a $C_1 > 0$ such that for all $(x,t) \in \mathbb{R}^n \times [0,T_L]$:

$$\Phi(x,t) \leq -(\tan \bar{\theta})x_1 + \left(c_\nu + B \tan \bar{\theta}\right) t + C_1.$$  

(The extra factor $B \tan \bar{\theta}$ comes from the linear spread of the width of kink in the plane-like approximation — see (33) and (34)-(35).) The above shows that $\Phi(x,t)$ can be bounded from above by a hyper-plane moving with normal speed $c_\nu \cos \bar{\theta} + B \sin \bar{\theta}$, at least on the time interval $[0,T_L]$.

Next we show that $\Phi$ differs from the actual solution of (6) by a very small error. From (38), it follows that $\Phi$ satisfies the following equation:

$$\Phi_t = A_f(\nu, x, \Phi) + g(x,t)$$

where $g(x,t)$ is supported on $\bigcup_{i=0}^{\infty} \{ x : iL + \frac{L}{4} \leq x_1 \leq iL + \frac{3L}{4} \}$ and $\| g \|_{C^0} \leq C e^{-\frac{\nu}{4} t} e^{Bt}$. Let $\Phi(x,t)$ be the solution of (6) with initial data $\Phi(x,0) = \Phi(x,0)$. The function $\psi(x,t) = \Phi(x,t) - \Phi(x,t)$ solves a linear parabolic equation similar to (31):

$$\psi_t = \sum_{ij} a_{ij}(x,t)\psi_{x_i x_j} (x,t) + \sum_j b_j(x,t)\psi_{x_j} (x,t) + c(x,t)\psi(x,t) - g(x,t), \quad \psi(x,0) \equiv 0.$$  

Using $\Phi = \psi + \int_0^t \| g(s, \cdot) \|_{C^0} ds$ as a comparison function gives $\|\psi(\cdot, t)\|_{L^\infty([\mathbb{R}^n])} \leq C e^{-\frac{\nu}{4} e^{Bt}}$. Hence for $0 \leq t \leq T_L$, we have

$$\Phi(x,t) \leq \Phi(x,t) + C e^{-\frac{\nu}{4} e^{Bt}} \leq -(\tan \bar{\theta})x_1 + (c_\nu + B \tan \bar{\theta})t + C_1 + C e^{-\frac{\nu}{4} e^{Bt}}.$$  

Similarly, by definition, $\Phi$ can be bounded from below by some plane-like solution with normal $\bar{\nu}$ and speed $c_\nu$. Thus:

$$-(\tan \bar{\theta})x_1 + \frac{c_\nu t}{\cos \bar{\theta}} - C_2 \leq -(\tan \bar{\theta})x_1 + (c_\nu + B \tan \bar{\theta})t + C_1 + C e^{-\frac{\nu}{4} e^{Bt}}$$

which gives:

$$\frac{c_\nu - c_\nu \cos \bar{\theta}}{P} \leq B \sin \bar{\theta} t + C_3 + C_4 e^{-\frac{\nu}{4} e^{Bt}}. \quad (39)$$

Now choose $t = \frac{T_L}{P}$ for some $P > 1$ which is admissible according to (36). Furthermore, by (37),

$$t = \frac{1}{P} \left[ \frac{L}{2B} - \frac{1}{B} \ln \frac{4A}{D_1} \right] = \frac{1}{P} \left[ \frac{H \cot \bar{\theta}}{2B} - \frac{1}{B} \ln \frac{4A}{D_1} \right].$$

Then (39) becomes:

$$\frac{c_\nu - c_\nu \cos \bar{\theta}}{P} \left[ \frac{H \cot \bar{\theta}}{2B} - \frac{1}{B} \ln \frac{4A}{D_1} \right] \leq B \sin \bar{\theta} \left[ \frac{H \cot \bar{\theta}}{2B} - \frac{1}{B} \ln \frac{4A}{D_1} \right] + C_3 + C_4 \exp \left[ -\frac{H \cot \bar{\theta}}{4} + \frac{H \cot \bar{\theta}}{2P} - \frac{1}{P} \ln \frac{4A}{D_1} \right].$$
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If we choose $P = 3(>2)$ and consider the regime $|\tilde{\theta}| \leq 0$, we obtain: $c_\nu - c_\nu \cos \tilde{\theta} \leq C(A,B,H)\tilde{\theta}$ i.e.

$$c_\nu - c_\nu \leq C(A,B,H)\tilde{\theta} + O(\tilde{\theta}^2) \leq C(A,B,H)\tilde{\theta}.$$  

The lower bound $c_\nu - c_\nu \geq -C\tilde{\theta}$ can be proved similarly. The Lipschitz continuity of $c_\nu$ is thus established. \hfill \Box

4 Pulsating Wave

In this section, we look for a special type of solutions of (6) which is invariant under appropriate space-time translation (see equation (2) and Figure 1):

$$u(x + x', t + t') = c_\nu t' + u(x, t) \quad \text{for all } (x', t') \in \mathbb{R}^n,$$

where $U : \omega = (\omega_1, \ldots, \omega_{n+1}) \in \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+1}$ is a one-periodic function of its argument, i.e. $U(\omega + p) = U(\omega)$ for all $\omega \in \mathbb{R}^{n+1}$ and $p \in \mathbb{Z}^{n+1}$. We call $U$ the transformed function of $u$ and $\nu$ the transformed variable. We will show the existence and uniqueness of $U$ and present its various stability properties. The resulting function $u$ and the corresponding $U$ will be called a pulsating wave for (6). We often identify $u$ with $U$.

For $c_\nu \neq 0$, we can relate the gradients of $u$ to those of $U$. Introducing:

$$\omega = \mathcal{O}_\nu((x, c_\nu t)^T) \quad \text{and} \quad \mathcal{O}_\nu = (a_{ij})_{1 \leq i,j \leq n+1},$$

then

$$c_\nu^{-1} u_t - 1 = \sum_{k=1}^{n+1} a_{k,n+1} \partial_{\omega_k} U \quad \text{and} \quad \partial_{\nu} u = \sum_{k=1}^{n+1} a_{k,i} \partial_{\omega_k} U.$$  

Furthermore, $U$ satisfies the following equation:

$$c_\nu + c_\nu \sum_{k=1}^{n+1} a_{k,n+1} \partial_{\omega_k} U = \sqrt{1 + |\nabla U|^2} \sum_{i=1}^{n} \left\{ \sum_{k=1}^{n+1} a_{k,i} \partial_{\omega_k} \left( \frac{\sum_{k=1}^{n+1} a_{k,i} \partial_{\omega_k} U}{\sqrt{1 + |\nabla U|^2}} \right) \right\}$$

$$+ \delta \sqrt{1 + |\nabla U|^2} f(\omega + \mathcal{O}_\nu((0, \ldots, 0, U)^T)).$$

where $|\nabla U|^2 = \sum_{i=1}^{n} \left( \sum_{k=1}^{n+1} a_{k,i} \partial_{\omega_k} U \right)^2$.

We first establish the following existence result.
11 Theorem (Existence of Pulsating Wave). For any \( \nu \in \mathbb{S}^n \), there exists a continuous function \( u : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R} \) which solves (6) and satisfies (40) for the \( c_\nu \) given by Proposition 9. Moreover, the transformed function \( U \) satisfies:

\[
\|U\|_{L^\infty(\mathbb{R}^{n+1})} \leq D_3 := 3(D_2 + \sqrt{n+1})
\]

(where \( D_2 \) is the constant from Theorem 8) so that the pulsating wave is bounded in its moving frame.

There are several methods to establish the existence result. A standard approach is to use Schauder Fixed Point Theorem. This can be accomplished by the gradient decay estimate (Theorem 7) which produces a contraction map in an appropriate function space. Here we employ a different, but more elementary method. It uses the comparison principle in its full capacity.

The current proof consists of several steps. First we prove the Theorem for rational normal direction \( \nu \) and the case of \( c_\nu \neq 0 \). This is accomplished by constructing sub- and super-solutions of (6). These objects satisfy uniform Lipschitz bounds in \( x, t \) independent of \( \nu \). It turns out that they are in fact solutions and hence are actually pulsating waves. The cases of irrational direction and \( c_\nu = 0 \) are handled by approximation using the previous case.

4.1 Proof of Theorem 11

First consider a rational normal direction \( \nu \) — the coordinates of \( \nu \) are all rational numbers — and assume \( c_\nu > 0 \). Then we can recast the problem in a periodic domain with some “fictitious period” \( P \).

Step I – Construction of “Pulsating” Sub- and Super-solutions

Let \( \{u^\pm(x, t)\}_{x \in \mathbb{R}^n, t \in \mathbb{R}} \) be a solution of (6) starting from \( u^\pm(x, 0) \equiv \pm 2(D_2 + \sqrt{n+1}) \) where \( D_2 \) is the number from (24). Define:

\[
U^+(x, t) := \liminf_{I \to \infty} \left\{ u^+(x - x_I, t + t_I) - c_\nu t_I \right\} \quad \text{(43)}
\]

\[
U^-(x, t) := \limsup_{I \to \infty} \left\{ u^-(x - x_I, t + t_I) - c_\nu t_I \right\} \quad \text{(44)}
\]

where \( u^\pm(r, r) = \pm \infty \) if \( r < 0 \) and \( \{I \in \mathbb{Z}^{n+1}\} \) is a fixed sequence which enumerates the set

\[
\{(x, t_I) : O_\nu(x, t_I) \in \mathbb{Z}^{n+1}, t_I > 0\}.
\]

Note that \( U^\pm(\cdot, \cdot) \) are defined on all of \( \mathbb{R}^n \times \mathbb{R} \). Furthermore, they satisfy the following properties:

(i) They are both pulsating functions, i.e. they satisfy (40). In particular, they are \( P \)-periodic in \( x \).
(ii) \( \|U^\pm(\cdot, \cdot) - c_\nu t\|_{L^\infty(\mathbb{R}^n \times \mathbb{R})} < D_2 \), and

\[
0 < 2(D_2 + \sqrt{n + 1}) < \inf_{x \in \mathbb{R}^n} U^+(x, t) - \sup_{x \in \mathbb{R}^n} U^-(x, t) < 6(D_2 + \sqrt{n + 1}).
\]  

(iii) They are uniformly Lipschitz on \( \mathbb{R}^n \times \mathbb{R} \).

(iv) \( U^+(\cdot, \cdot) \) is a super-solution and \( U^- (\cdot, \cdot) \) a sub-solution of (6).

**Proof.** (i): We will only focus on \( U^+ \). For all \((x, t)\) such that \( O_\nu(x, c_\nu t) \in \mathbb{Z}^{n+1} \),

\[
U^+(x - x_K, t + t_K) = \liminf_{|t| \to \infty} u^+(x - x_K - x_I, t + t_K + t_I)
\]

\[
= \liminf_{|t'| \to \infty} u^+(x - x_P, t + t_P)
\]

\[
= U^+(x, t)
\]

since \( O_\nu(x, c_\nu t) \in \mathbb{Z}^{n+1} \) if both \( O_\nu(x, c_\nu t) \) and \( O_\nu(x, c_\nu t) \) belong to \( \mathbb{Z}^{n+1} \). Note that the limit inf and limit sup of a sequence are not changed under finite shifts of the sequence.

(ii): This follows from **Theorem 8**(24) which yields

\[
|u^\pm(x - x_J, t + t_J) - c_\nu t| \leq D_2 + \sqrt{n + 1},
\]

and hence the estimates as claimed.

(iii): By **Corollary 4**, the \( \|\nabla u^\pm(x, t)\|_{L^\infty(\mathbb{R}^n \times \mathbb{R})} \) are bounded. **Theorem 6** implies that \( \|u^\pm_t(x, t)\|_{L^\infty(\mathbb{R}^n \times [1, \infty))} \) is also bounded. Therefore \( u^\pm \) is uniformly Lipschitz continuous in space and time. As the limit inf and limit sup of uniformly Lipschitz continuous functions are also uniformly Lipschitz (with the same constant), the \( U^\pm(\cdot, \cdot) \) satisfy the same property.

(iv): The fact that both limit inf and limit sup are super- and sub-solutions respectively, follows from a standard argument (see [8, Lemma 6.1]). Note that we need no monotonicity of \( f(x, u) \) with respect to \( u \), because \( u^\pm \) are uniformly bounded (in the moving frame) and \( f(x, u) \) is uniformly Lipschitz. The lemma can be applied instead to \( \tilde{u}^\pm_{y, \tau}(x, t) = e^{-Mt}[u^\pm(x - y, t + \tau) - c_\nu \tau] \) on a bounded neighborhood of \( t_0 \), for some large constant \( M \).

**Step II – Existence of Pulsating Wave for Rational Slope**

We show that in fact \( U^\pm(x, t) \) are classical solutions of (6) and thus are pulsating waves.

First define:

\[
T_* := \sup \left\{ \tau > 0 : \inf_{x \in \mathbb{R}^n} (U^+(x, 0) - U^-(x, \tau)) \geq 0 \right\}
\]

— the first time \( U^-(\cdot, t) \) touches \( U^+(\cdot, 0) \) from below. By property (ii), the \( U^- \) is bounded in a frame moving with velocity \( 0 < c_\nu \) so that \( T_* < \infty \). By property (iii), the \( U^\pm \) are uniformly continuous in \( x \) and \( t \). The periodicity in \( x \) then implies the existence of an \( x_0 \in \mathbb{R}^n \) such that \( U^-(x_0, T_*) = U^+(x_0, 0) \).
Now consider the classical solutions \( V^\pm \) of (6) with the Lipschitz initial data \( V^+(x, 0) = U^+(x, 0) \) and \( V^-(x, 0) = U^-(x, T_s) \). These solutions are globally defined (Theorem 6) and stay uniformly Lipschitz (Corollary 4). By property (iv) and weak comparison principle, we have
\[
U^-(x, t + T_s) \leq V^-(x, t) \leq V^+(x, t) \leq U^+(x, t) \quad \text{for} \quad (x, t) \in \mathbb{R}^n \times \mathbb{R}_+. \tag{47}
\]
On the other hand, by property (i), there exists \( T_\nu > 0 \) such that
\[
U^-(x_0, T_\nu + T_s) = U^-(x_0, T_s) = U^+(x_0, 0) = U^+(x_0, T_\nu + T_s),
\]
leading to \( V^-(x_0, T_\nu) = V^+(x_0, T_\nu) \).

Let \( \tilde{V} := V^+(x, t) - V^-(x, t) \). As \( V^\pm \) are \( C^{2,1}(\mathbb{R}^n \times \mathbb{R}_+) \), the difference \( \tilde{V} \) satisfies a linear parabolic PDE of the form (similar to (31)):
\[
\partial_t \tilde{V} = \sum_{i,j} a_{ij}(x, t)\tilde{V}_{x_i x_j} + \sum_j b_j(x, t)\tilde{V}_{x_j} + c(x, t)\tilde{V}
\]
with continuous coefficients. As \( f \) and \( V^\pm \) are uniformly Lipschitz in space-time, the above equation is uniformly parabolic with bounded coefficients. Note that \( \tilde{V} \geq 0 \) and \( \tilde{V}(x_0, 0) = \tilde{V}(x_0, T_\nu) = 0 \).

Classical strong maximum principle (see for example [16]) implies that \( \tilde{V}(\cdot, t) \equiv 0 \) for all \( t \in (0, T_\nu) \). Therefore \( V^+ \equiv V^- \). (By the same reasoning as in Step I(iv), we can apply the strong maximum principle without a sign condition on \( c(x, t) \).

As a last step, note that \( V^\pm(x, 1/n) \rightarrow V^\pm(x, 0) \) (pointwise), we obtain \( U^+(\cdot, t) = U^-(\cdot, T_s + t) \) for \( t \in [0, T_\nu] \), and therefore this function is both super- and subsolution, i.e. a viscosity solution. By the comparison principle for viscosity solutions it must equal \( V^\pm \) and thus is a classical solution.

We have thus established the existence of pulsating waves for rational slopes with \( c_\nu \neq 0 \).

**Step III – Existence of Pulsating Wave for Irrational Slope**

The following argument extends the existence result to irrational slopes.

Let \( \nu_n \) (rational slopes) \( \rightarrow \nu \). By the continuity of the speed in the normal, we have \( c_n \rightarrow c_\nu \neq 0 \). Further, let \( u_n \) be the corresponding pulsating waves in the frame \( O_{\nu_n} \). They satisfy uniformly Lipschitz bounds in \( x, t \) independent of \( \nu \).

Using the transformation (41), we thus obtain a family of functions \( U_n(\omega) \) which are 1-periodic in \( \mathbb{R}^{n+1} \) and are solutions of (42). As \( c_n > \frac{\phi}{2} > 0 \), the change of variables \( \omega = O_{\nu_n}(x, c_n t)^T \) are invertible for each \( n \) with uniform bounds for the inverse. Therefore, the \( U_n \)'s also satisfy uniform Lipschitz and (by parabolic regularity of the \( u_n \)'s) \( C^{2,1} \) estimates on \([0, 1]^{n+1} \). Hence we can extract a convergent subsequence leading to a \( U \) which solves (42) with the limiting normal direction \( \nu \).

The **Theorem** is thus proved for the case \( c_\nu \neq 0 \).

**Step IV – Existence of “Pulsating Wave”: Stationary (\( c_\nu = 0 \)) Case.**

Again, we consider separately the case of rational and irrational direction.
For rational direction, the evolution equation described by (6) in fact is the negative gradient flow of the following energy functional:

\[ \mathcal{E}(u) = \int_{[0,P]^n} \sqrt{1 + |\nabla u|^2} - \delta F(x,u) \, dx^n, \quad \text{where} \quad F(x,u) = \int_0^u f(x,s) \, ds \]  

\(^{48}(u_t = -\nabla \mathcal{E}(u)).\) As \(c_\nu = 0\), we have two solutions of (6): \(u_+(x,t) < u^+(x,t)\) which are \(P\)-periodic in \(x\) and are uniformly Lipschitz and bounded in \(x\) and \(t\). Hence any solution \(u(x,t)\) of (6) with \(u_+(x,0) \leq u(x,0) \leq u^+(x,0)\) satisfies \(u_+(x,t) \leq u(x,t) \leq u^+(x,t)\). Furthermore, the following energy identity holds:

\[ \mathcal{E}(u(\cdot,t)) + \int_0^t \int_{[0,P]^n} u_t^2 \sqrt{1 + |\nabla u|^2} \, dx^n \, dt = \mathcal{E}(u(\cdot,0)). \]

The uniform oscillation and gradient bounds from Corollary 4 leads to \(\sup_{t \geq 0} |\mathcal{E}(u(\cdot,t))| < \infty\). Thus we have

\[ \int_0^\infty \int_{[0,P]^n} u_t^2 \, dx^n \, dt < \infty. \]

A standard application of parabolic regularity implies that \(\partial u(\cdot,t_j) \to 0\) for some subsequence \(t_j \to \infty\). A further subsequence gives that the limit \(\bar{u}(x) = \lim_{t_j \to \infty} u(x,t_j)\) exists and it solves the stationary solution for (6). Furthermore, the \(P\)-periodicity of \(\bar{u}(\cdot)\) automatically implies (40).

For irrational direction, the same argument can be applied with the modification that the domain \([0,P]^n\) is replaced by a sequence of monotonically increasing balls \(B_j\) such that \(B_j \to \mathbb{R}^n\). The function \(u\) is required to satisfy the Dirichlet boundary condition: \(u = C\) on \(\partial B_j\) (where \(u_+ \leq C \leq u^+\)). Then for each \(j\), we obtain a stationary solution \(\bar{u}^j\) as before. From the uniform gradient estimates Corollary 4, we can extract a subsequence which converges (on compact subsets) to a stationary solution on the whole space. (Note that the result of Corollary 4 stated for \(\mathbb{R}^n\), can be extended to bounded domains such as balls \(B_j\)'s by constructing suitable barrier functions with uniformly bounded gradient at the boundary. By the smallness of the forcing and the apriori \(L^\infty\) bound, such barriers can be constructed quite easily.)

Finally, for irrational slope, any stationary solution of (6) automatically satisfies (40) as there is no \(x' \in \mathbb{R}^n\) such that the condition \(O''(x',0)^T \in \mathbb{Z}^{n+1}\) is fulfilled. The whole Theorem 11 is thus proved.

12 Remark. 1. Our result for the case \(c_\nu \neq 0\) is related to the result in [4] on the existence of plane-like minimizers: If the forcing is small and sufficiently regular, then stationary solutions of (1) not only stay close to a plane, but are even graphs over that plane.

2. Note that there may be solutions that stay bounded in a frame with \(c_\nu = 0\), but are not stationary, for example a "traveling kink" or cascades of many kink structures.
4.2 Properties of the Pulsating Wave

In this section, we present the uniqueness result and some stability properties for the pulsating wave.

13 Proposition (Uniqueness of Pulsating Wave). For all \( \nu \), the speed \( c_\nu \) is unique. If \( c_\nu \neq 0 \), then the shape \( U \) of the pulsating wave is also unique.

Proof. The uniqueness of \( c_\nu \) is already proved in Theorem 8, in particular, Proposition 9.

When \( c_\nu \neq 0 \) and the direction \( \nu \) is rational, the uniqueness of the pulsating wave follows exactly from the same argument as in [11, Proposition 6]. When \( \nu \) is irrational, we proceed similarly, but with the following additional consideration. (Without loss of generality, assume \( c_\nu > 0 \).)

Let \( U \) and \( V \) be two pulsating waves solving (42). First, consider \( u_0(x) = U(O\nu(x, 0)^T) \). Second, let \( v(x, t) \) be the solution of (6) with initial data \( \bar{v}(x, 0) = -h + V(O\nu(x, 0)^T) \) for some large positive constant \( h \) such that \( \bar{v} \) is some lattice translation of \( V(O\nu(x, 0)^T) \). Similar to (46), define:

\[
T_* = \sup \left\{ \tau > 0 : \inf_{x \in \mathbb{R}^n} (u(x, 0) - \bar{v}(x, \tau)) \geq 0 \right\}.
\]

Note that \( T_* < \infty \) as \( c_\nu > 0 \). Now let \( \tilde{u}(x, t) \) and \( \tilde{v}(x, t) \) be the solution of (6) with initial data \( u_0(x) \) and \( \bar{v}(x, T_*) \). As \( \tilde{v}(0, 0) \leq \tilde{u}(x, 0) \), weak maximum principle (in the whole space) implies that \( \tilde{v}(x, t) \leq \tilde{u}(x, t) \) for all \( x \in \mathbb{R}^n \) and \( t \geq 0 \). Consider the following two cases.

1. Suppose there exists an \( x_* \) such that \( \tilde{u}(x_*, 0) = \tilde{v}(x_*, 0) \). By the pulsating wave ansatz,

\[
\tilde{u}(x_* + x', c_\nu t') = \tilde{v}(x_* + x', c_\nu t')
\]

for some \( (x', c_\nu t') \) such that \( t' > 0 \) and \( O\nu(x', c_\nu t') \in \mathbb{Z}^{n+1} \).

This would contradict the strong comparison principle (in unbounded domain) unless \( U \) is identically equal to \( V \).

2. Suppose there exists \( x_i \) such that \( |x_i| \to \infty \) and \( \tilde{u}(x_i, 0) - \tilde{v}(x_i, 0) \to 0^+ \). By the pulsating ansatz again, we have \( \tilde{u}(x_i + x', c_\nu t') - \tilde{v}(x_i + x', c_\nu t') \to 0^+ \) for some \( (x', c_\nu t') \) satisfying \( O\nu(x', c_\nu t') \in \mathbb{Z}^{n+1} \). As \( c_\nu \neq 0 \), we can always choose the \( x_i \) and \( t_i \)'s such that the \( (x_i + x_i, t_i) \)'s lie in a compact subsets of \( \mathbb{R}^{n+1} \). Hence, there exists an \( x_* \) and \( t_* \) such that \( \tilde{u}(x_*, t) = \tilde{v}(x_*, t) \). Thus the situation is the same as the previous case.

\[
\square
\]

For the case \( c_\nu = 0 \), we do not expect uniqueness to be true as there could be many stationary solutions corresponding to the local minimizers of the energy functional (48). These solutions cannot be related to each other as in the \( c_\nu \neq 0 \) case.

The next result leads to a form of stability property of the pulsating waves. It is similar in spirit to the Krein-Rutman type of statement.

14 Proposition (Monotonicity in Time for the Pulsating Wave). Let \( u \) be a pulsating wave of (6) with \( c_\nu > 0 \). Then \( u_t > 0 \) for all \( x \in \mathbb{R}^n \) and \( t \in \mathbb{R} \).
Proof. We first prove the result for rational direction so that the pulsating wave is space-time periodic in a tilted frame with a “fictitious” period \( P \) which depends on \( \nu \). The case for irrational direction can be deduced by a limiting procedure together with the strong maximum principle.

Consider \( u(x,0) \) and define:

\[
T_* = \sup \{ t \geq 0 : u(x,t) \leq u(x,0) \text{ for some } x \in \mathbb{R}^n \}.
\]

As \( c_\nu > 0 \) and \( u \) is bounded in its frame, we have \( 0 \leq T_* < \infty \). By the continuity of \( u(x,t) \) in the \( x \)- and \( t \)-variables and the compactness of the domain (as \( u \) is \( P \)-periodic), we must have \( u(x,T_* + t) \geq u(x,0) \) for all \( x \in \mathbb{R}^n \) and \( u(x_* ,T_*) = u(x_* ,0) \) for some \( x_* \). Now consider the solutions of (6) with initial data \( u(x,T_*) \) and \( u(x,0) \), respectively. The pulsating wave ansatz implies that \( u(x_*,T_* + t) = u(x_*,T_\nu) \) for some \( T_\nu > 0 \), contradicting the strong maximum principle unless \( u(\cdot ,T_\nu) \equiv u(\cdot ,0) \). As \( c_\nu > 0 \), this can only happen if \( T_* = 0 \). Hence \( u(x,t) > u(x,0) \) for all \( t > 0 \) giving \( u_t \geq 0 \). The fact that \( u_t > 0 \) follows from strong maximum principle for \( u_t \). (Note that \( u_t \) solves a linear parabolic equation (by taking the time derivative of (6)) with bounded coefficients.)

The above result immediately leads to the following corollary.

15 Corollary. Let \( \nu \) be a rational direction and \( u \) be the pulsating wave of (6) with \( c_\nu \neq 0 \). Then there exist \( 0 < C_1(\nu,F) < C_2(F) < \infty \) such that for all \( x \in \mathbb{R}^n , t, s \in \mathbb{R} \), it holds that

\[
C_1 |t - s| \leq |u(x,t) - u(x,s)| \leq C_2 |t - s|.
\]

The next exponential convergence result is a consequence of the above monotonicity property.

16 Theorem (Stability Property of Pulsating Wave). If \( \nu \) is a rational direction and \( c_\nu \neq 0 \), then the pulsating wave \( u \) satisfies the following stability property.

Let \( \{ v(x,t) : x \in \mathbb{R}^n , t \geq 0 \} \) be a classical solution of (6) which is a \( P \)-periodic function (where \( P \) is the fictitious period for \( \nu \)). Then there exists \( t_* \in \mathbb{R} , \lambda > 0 \) and a constant \( C \) which might depend on \( P \) such that

\[
\| v(\cdot, t) - u(\cdot, t* + t) \|_{L^\infty(\mathbb{R}^n)} \leq Ce^{-\lambda t}.
\]

Proof. Without loss of generality, we can assume the initial condition \( v(x,0) \) is smooth and \( v(x,0) > NP \) for some sufficiently large integer \( N \) so that \( v(x,0) \geq u(x,0) \) for \( x \in \mathbb{R}^n \).

Now let \( u(x,t) \) be the pulsating wave of (6). Define:

\[
\begin{align*}
s^0_0 &= \inf \{ t > 0 : u(x,t) = v(x,0) \text{ for some } x \in \mathbb{R}^n \} \\
\text{and } t^*_0 &= \sup \{ t > 0 : u(x,t) = v(x,0) \text{ for some } x \in \mathbb{R}^n \}
\end{align*}
\]

(Qualitatively, \( s^0_0 \) is the first time \( u(x,t) \) touches \( v(x,0) \) from below and \( t^*_0 \) is the last time \( u(x,t) \) touches \( v(x,0) \) from above. The above definitions make sense as we are working in the compact
domain and $u$ and $v$ are periodic functions with uniform Lipschitz bound.) By Proposition 14, we have $s^*_n < t^*_0$ and $u(x, s^*_0) \leq v(x, 0) \leq u(x, t^*_0)$ for all $x \in \mathbb{R}^n$ with the equalities valid at some $x^*_0, x^*_n \in \mathbb{R}^n$.

By comparison principle, we have for all $x \in \mathbb{R}^n$ that $u(x, s^*_0 + T) \leq v(x, T) \leq u(x, t^*_0 + T)$ where $c_T = P$. The pulsating wave ansatz gives:

$$u(x, s^*_0) \leq v(x, T) - c_T \leq u(x, t^*_0).$$

Now the strong maximum principle together with Proposition 14 imply the existence of $s^*_1$ and $t^*_1$ such that $s^*_0 < s^*_1 < t^*_1 < t^*_0$ and $u(x, s^*_1) \leq v(x, T) - c_T \leq u(x, t^*_1)$ with the equalities valid at some $x^*_1, x^*_n \in \mathbb{R}^n$. By induction, there exist $s^*_n < s^*_n < t^*_n < t^*_n - 1$ such that

$$u(x, s^*_n) \leq v(x, nT) - c_T nT \leq u(x, t^*_n), \quad x \in \mathbb{R}^n \quad (49)$$

and the equalities hold at some $x^*_n, x^*_n \in \mathbb{R}^n$.

Define: $\tau^*_n = t^*_n - s^*_n$. We claim the existence of a positive number $\rho < 1$ independent of $n$ such that

$$\tau^*_{n+1} \leq \rho \tau^*_n. \quad (50)$$

Granted the above claim, then there exists $t^* < \infty$ such that $t^* - s^*_n$ and $t^*_n - t^* \leq \rho^n$. Furthermore, from (49), we have:

$$u(x, t^*) + u(x, s^*_n) - u(x, t^*) + c_T nT \leq v(x, nT) \leq u(x, t^*) + u(x, t^*_n) - u(x, t^*) + c_T nT.$$

Hence, Corollary 15 gives

$$||v(\cdot, nT) - u(\cdot, nT + nT)||_{L^\infty(\mathbb{R}^n)} \leq ||u(\cdot, s^*_n) - u(\cdot, t^*)||_{L^\infty(\mathbb{R}^n)} + ||u(\cdot, t^*_n) - u(\cdot, t^*)||_{L^\infty(\mathbb{R}^n)} \leq 2C_2 \rho^n$$

which will lead to the stated exponential convergence.

Now we proceed to prove (50).

Consider the time interval: $[nT, nT + \frac{T}{2}]$. Applying the same argument as that leading to (49), we obtain the following statement:

$$u(x, s^*_n + \frac{T}{2} + \epsilon_1) \leq u(x, nT + \frac{T}{2}) \leq u(x, t^*_n + \frac{T}{2} + \epsilon_2), \quad \text{for all } x \in \mathbb{R}^n$$

for some $\epsilon_1, \epsilon_2 > 0$ such that $s^*_n + \frac{T}{2} + \epsilon_1 \leq t^*_n + \frac{T}{2} - \epsilon_2$ and the equalities hold at some $x', x'' \in \mathbb{R}^n$.

Let $0 < \mu < 1$ be some fixed number (to be determined later). Consider the following two cases.

**Case One.** If $\epsilon_1 + \epsilon_2 \geq \mu \tau^*_n$, then applying strong comparison principle to (6) on the interval $[\frac{T}{2}, (n + 1)T]$, we have

$$u(x, s^*_n + T + \epsilon_1) < v(x, (n + 1)T) - c_T nT < u(x, t^*_n + T - \epsilon_2) \quad \text{for all } x \in \mathbb{R}^n.$$
Hence $s^*_n + \epsilon_1 \leq s^*_{n+1} \leq t^*_n \leq \epsilon_2$ which leads to

$$\tau^*_{n+1} = t^*_{n+1} - s^*_{n+1} \leq t^*_n - \epsilon_2 - (s^*_n + \epsilon_1) \leq (1 - \mu)\tau^*_n.$$  

Setting $\rho = 1 - \mu$ gives the desired result.

**Case Two.** If $\epsilon_1 + \epsilon_2 \leq \mu\tau^*_n$, then either $\epsilon_1 \leq \frac{\epsilon_2}{2}\tau^*_n$ or $\epsilon_2 \leq \frac{\epsilon_2}{2}\tau^*_n$. Consider the second case (the first can be treated similarly.)

Let $\psi(x, t) = v(x, nT + t) - u(x, s^*_n + t) - c_n nT$. It solves a linear parabolic equation similar to (31) with smooth bounded coefficients. Then $\psi$ has the following properties:

1. $\psi(\cdot, 0) \geq 0$ and hence $\psi(\cdot, t) > 0$ for all $t > 0$.

2. $0 \leq \psi(x, 0) = v(x, nT) - u(x, s^*_n) - c_n nT \leq u(x, t^*_n) - u(x, s^*_n) \leq C_2 \tau^*_n$. Hence,

$$\|\psi(\cdot, 0)\|_{L^\infty(\mathbb{R}^n)} \leq C_2 \tau^*_n, \quad \text{and} \quad \left\|\nabla \psi\left(\cdot, \frac{T}{2}\right)\right\|_{L^\infty(\mathbb{R}^n)} \leq C_3 (T) \|\psi(\cdot, 0)\|_{L^\infty(\mathbb{R}^n)} \leq C_3 (T) \tau^*_n \leq C_4 (T) \tau^*_n \quad (51)$$

where the first estimate comes from Corollary 15 and the second is a consequence of parabolic regularity — recall that $\psi(\cdot, t)$ is periodic in $x \in \mathbb{R}^n$.

Now the definition and assumption of $\epsilon_2$ implies the existence of some $x'' \in \mathbb{R}^n$ such that

$$\psi(x'', \frac{T}{2}) = v(x'', nT + \frac{T}{2}) - u(x'', s^*_n + \frac{T}{2}) - c_n nT$$

$$\leq u(x'', t^*_n + \frac{T}{2} - \epsilon_2) - u(x'', s^*_n + \frac{T}{2})$$

$$= u(x'', t^*_n + \frac{T}{2}) - u(x'', s^*_n + \frac{T}{2}) + u(x'', t^*_n + \frac{T}{2} - \epsilon_2) - u(x'', t^*_n + \frac{T}{2})$$

$$\geq C_1 \tau^*_n - C_2 \frac{\mu}{2} \tau^*_n \quad \text{(by Corollary 15)}$$

$$\geq (C_1 - C_2 \frac{\mu}{2}) \tau^*_n.$$

Upon choosing $\mu$ small enough, we get $\|\psi(\cdot, \frac{T}{2})\|_{L^\infty} \geq C_3 \tau^*_n$. This and the gradient bound in (51) implies the existence of a $C_4(T)$ such that for all $x \in \mathbb{R}^n$, it holds that $\psi(x, T) \geq C_4 (T) \tau^*_n$. Without loss of generality, $C_4(T)$ can be chosen to be some small number. This leads to the following sequence of statements:

$$\psi(x, nT + T) - u(x, s^*_n + T) - c_n nT \geq C_4 \tau^*_n \quad \text{for all } x \in \mathbb{R}^n$$

$$\psi(x, (n + 1)T) - u(x, s^*_n) - c_n (n + 1)T \geq C_4 \tau^*_n$$

$$\psi(x, (n + 1)T) - c_n (n + 1)T \geq C_4 \tau^*_n + u(x, s^*_n).$$

Now from Corollary 15, we deduce that $s^*_{n+1} \geq s^*_n + \delta^*_{n}$ for some $\delta^*_n > C_5 \tau^*_n$. So we have:

$$\tau^*_{n+1} = t^*_n - s^*_{n+1} \leq t^*_n - s^*_n - \delta^*_n \leq \tau^*_n - \frac{C_4}{C_1} \frac{\delta^*_n}{\tau^*_n} = \left(1 - \frac{C_4}{C_1}\right) \tau^*_n.$$ 
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(Recall that $C_1$ can be chosen to be as small as possible.)

Finally, (50) follows upon choosing $\mu = \min\left(\frac{1}{3}, \frac{C_0}{c^2}\right)$ and $\rho = \max\left(1 - \mu, 1 - \frac{C_1}{c^2}\right)$. (It is clear that the choice of all the constants are independent of $n$.)

For general $L^\infty$ initial data defined on the whole space, the stability issue can be quite complicated. On the other hand, for compactly supported initial perturbation, analogous stability property might still be true. Due to length, we do not pursue to make this statement precise in the current paper.

The next result indicates the stability of the pulsating wave with respect to the underlying medium. Due to the availability of the additional equation (42), the result is stronger in the case of $c_\nu \neq 0$.

**17 Proposition (Stability of Pulsating Wave with respect to the Inhomogeneity).** Consider a sequence of inhomogeneous mediums $f_i$'s and $f$ satisfying condition A. Suppose $\|f_i - f\|_{C^2} \to 0$. Let $U_i$ and $U$ be the pulsating waves for $f_i$ and $f$ with speed $c_i$ and $c$ (and the same normal direction $v$). Then the following convergence statements hold.

(i) $c_i \to c$.

(ii) If $c \neq 0$, then $U_i \to U$ uniformly in $\mathbb{R}^n \times \mathbb{R}$.

(iii) If $c = 0$, then there exists a subsequence $u_{i_j}(x, t) = U_{i_j}(O^T(x, c_\nu t))$ converging uniformly on compact subsets of $\mathbb{R}^n \times \mathbb{R}$ to a solution of (6) for $f$.

**Proof.** (i): The convergence of the speed follows easily by considering the equation satisfied by $u_i - u$:

$$\frac{d}{dt}(u_i(x, t) - u(x, t)) = A_f(v, x, u_i) - A_f(v, x, u)
= A_f(v, x, u_i) - A_f(v, x, u) + A_f(v, x, u_i) - A_f(v, x, u)
= [D_u A_f](v, x, u_i)(u_i - u) + [D_f A_f]_f(v, x, u_i)(f_i - f)$$

where $D_u A$ and $D_f A$ are the derivatives of $A_f$ with respect to the arguments $u$ and $f$. (In the above, we have used the mean value theorem for first order Taylor expansion.) Gronwall's inequality gives

$$\|u_i(\cdot, t) - u(\cdot, t)\|_{L^\infty(\mathbb{R}^n)} \leq C \|f_i - f\|_{C^2} e^{Ct}$$

where the constant $C$ depends on the $C^2$-norms of the $f$ and $f_i$'s. Hence for any large, but fixed $T$, we have $\|u_i(\cdot, T) - u(\cdot, T)\|_{L^\infty(\mathbb{R}^n)} \to 0$ which implies the convergence of the $c_i$'s.

(ii): If $c \neq 0$, working directly in the transformed equation (42) shows that any limit of the $U_i$'s satisfies the same equation as that for $U$. Uniqueness of $U$ implies the result.

(iii): If $c = 0$, working instead in the original equation (6) implies that up to a subsequence, the $u_i$'s converges uniformly in compact subsets in space-time and the limiting function satisfies (6) for the inhomogeneity function $f$.\qed
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5 Examples of Fingering and Pinching

Here we give some examples in $\mathbb{R}^2$ of the formation of singularities for the mean curvature flow with forcing (1) when the forcing is not small.

5.1 Fingering with “Laminate” Environment

By a laminate environment we mean a forcing of the form $f(x, u) = g(x)$. Even though simple, it can provide examples amenable to explicit computations which can still capture some interesting features. Note that after a rotation by $\frac{\pi}{2}$, the forcing in the new frame is described by a function which depends only on the $u$-variable. This already indicates that questions on effective behaviors can depend crucially on the direction of the front.

Here we give an example that, in contrast to the effective speed $c_\nu$, the pinning threshold $F_c$ as mentioned in page 4 varies discontinuously with respect to the normal direction. Consider (after a rotation of the axis by $\frac{\pi}{2}$) $f(x, u) = \sin(u) + \lambda + F$ where $0 < \lambda < 1$. If $F = 0$, then any constant function $u = u_*$ where $u_*$ solves $\sin(u_*) + \lambda = 0$ with $f_u(u_*, u_*) = \cos(u_*) < 0$ is a stable stationary solution so that $F_c$ must be strictly positive for this direction. On the other hand, fronts with any other directions will always have non-zero speed (unless $F = -\lambda$) as they can be approximated by traveling kinks (see Figure 5). (See also [5] for a similar result on a related discrete system.)

Another interesting phenomena is “fingering”. A precise analysis of such a situation has been carried out in details in [6] so we will just briefly explain the terminology. If $f(x, u)$ equals some periodic function $g(x)$ such that its amplitude is sufficiently large compared with the period, then the solution $u(x, t)$ starting from $u(x, 0) \equiv 0$ remains as a graph, but it can happen that

$$\liminf_{[0,1]^n} u(x, t) \to -\infty \text{ as } t \to \infty, \quad \limsup_{[0,1]^n} u(x, t) \to +\infty \text{ as } t \to \infty.$$  

(See Figure 6.) The solution in a sense can be described by a cascade of a series of translational invariant solitons, or “grim-reapers”. In this case, it is not apriori clear what the “effective front” should be.

![Figure 5. Pinned horizontal direction and traveling tilted direction.](image1)

![Figure 6. Fingering in a laminate: The vertical lines denote the period of $g(x)$.](image2)
5.2 Pinching with “Hard” Obstacles

This section provides an example for the formation of another form of singularities. It can lead to the “pinch-off” of a portion of the surface, reminiscent to the so-called Orowan loops in dislocation dynamics [21, pp 624].

We consider strong, almost “hard” circular obstacles. Consider three positive constants \( \rho \ll 1 \), and \( A \) and \( B \gg 1 \). Choose a smooth function \( f(x, u) \) which satisfies

\[
   f(x, u) := \begin{cases} 
   -B & \text{for } x^2 + u^2 \leq \rho^2, \\
   A & \text{for } x^2 + u^2 > (2\rho)^2,
   \end{cases}
\]

(and is extended periodically in both the \( x \) and \( u \)-directions with period two). Let the initial data be \( u_0(x) \equiv -1 \). Now consider two types of evolving circles. (See Figure 7.)

**Outer Barrier.** Consider the obstacle \( S^- := \{(x, u) : x^2 + u^2 \leq \rho^2\} \) and the shrinking ball \( S^-(t) \) centered at \((0, 0)\) with radius \( r_-(t) \) solving

\[
   \frac{d}{dt} r_-(t) = -\frac{1}{r_-(t)} + B, \quad r_-(0) = \rho.
\]

Now \( S^-(t) \) acts as barrier for the geometric problem, hence also as a barrier for the graph equation (6). The shrinking of \( S^-(t) \) can be made arbitrarily slow if \( B \) is chosen appropriately \( (B \approx \frac{1}{\rho}) \).

**Inner Barrier.** Consider a sequence of expanding circles centered at \((1, c_i)\) with \( c_i \in [-1, 1] \) and radius denoted by \( R_i(t) \). The centers are arranged in such a way that \( c_1 < c_2 < \cdots \). These circles are used as inner barriers to the evolving solution \( u(x, t) \). Their radii solve

\[
   \frac{d}{dt} R_i(t) = \frac{1}{R_i(t)} + A, \quad \text{for } t \in [t_{i-1}, t_i)
\]

which are further related by \( R_i(t_{i-1}) = R_{i-1}(t_{i-1}) - (c_i - c_{i-1}) \) so that only the \( i \)-th circle is “active” as a barrier during the time interval \([t_{i-1}, t_i)\]. If the constant \( A \) and the initial \( R_i \)'s are large enough, then the circles will expand. The \( t_i \)'s are chosen such that the \( i \)-th circle is allowed to continue to expand until it touches \( S^-(t) \) at \( t_i \). At this moment, a new circle with parameters \( c_{i+1} \) and \( R_{i+1} \) fits inside \( R_i(t) \) and is used as initial datum for a new active barrier.
Since $A$ is sufficiently large, each of the $R_i$ is growing with speed bounded from below. Thus there exists a certain time $T_i$ such that for some $i$, the $R_i$ will touch its periodic extension on the vertical line $x \equiv 0$. If the motion of the outer barrier $S^-(t)$ is so slow that $r_-(T_i) > 0$, then the solution cannot remain as a graph, leading to an example of pinching.

The above pinching phenomena can certainly be handled by the level-set formulation as in (3). On the other hand, this example is not too much different from the fingering example. If the detached portion around the obstacle $S^-(t)$ persists for a long time, it can be viewed as a part of “detached” fingers. In order to show a homogenization result for such kind of situation, in a sense we still need a solution which remains bounded in some appropriate moving frame. This provides work for further investigation.

## A Classical Estimates for Mean Curvature Flow with Forcing

This appendix proves Theorems 6 and 7. Since we already have space-time uniform gradient estimates, we could in principle invoke well-known results for quasilinear parabolic equations, in particular, the interior Schauder estimates to prove the existence of classical solutions starting from Lipschitz initial data. However, in order to take advantage of the structure of the equation and see how the constants are computed in the estimates, we will use a more geometric approach as in [17, 12, 13]. As the overall strategy is already presented quite clearly in the cited references, we only outline here the main steps needed in extending the results to handle equation (6).

Let $\{\Gamma(t) \subseteq \mathbb{R}^{n+1}: t \geq 0\}$ be parameterized as $\Gamma(p, t)$ so that its motion law is given by (1), i.e.

$$
\frac{\partial}{\partial t} \Gamma(p, t) = V_N \sigma \quad (\sigma \text{ is the unit normal of } \Gamma(t)).
$$

Figure 7. The solid lines show the expected behavior of the solution $u(x, t)$ at different times, the dashed lines denote the outer- ($S^-(t)$) and inner- ($R_i(t)$) barriers.
The following notations (with Einstein convention) will be used:

\[ g_{ij} = \left< \frac{\partial \Gamma}{\partial p_i}, \frac{\partial \Gamma}{\partial p_j} \right> \]  
(first fundamental form)

\[ \left< \cdot, \cdot \right> = \text{standard inner product in } \mathbb{R}^{n+1} \]

\[ g^{ij} = \text{inverse of } (g_{ij}), \text{i.e. } g^{ik} g_{kj} = \delta^i_j \]

\[ h_{ij} = -\left< \frac{\partial^2 \Gamma}{\partial p_i \partial p_j}, \sigma \right> = \left< \frac{\partial \Gamma}{\partial p_i}, \frac{\partial \sigma}{\partial p_j} \right> \]  
(second fundamental form)

\[ H = g^{ij} h_{ij} \]

\[ |A|^2 = g^{ij} g^{kl} h_{ik} h_{jl} \]

\[ \nabla_{\Gamma} = \text{gradient operator on the tangent space of } \Gamma \]

\[ (\nabla_{\Gamma} \varphi) = g^{ij} \left[ \partial_{p_i} \varphi \right] \partial_{p_j} \Gamma \]

\[ \Delta_{\Gamma} = \text{Laplace Beltrami operator on the tangent space of } \Gamma \]

\[ (\Delta_{\Gamma} \varphi) = \frac{1}{\sqrt{g}} \partial_{p_i} \left[ \sqrt{g} g^{ij} \partial_{p_j} \varphi \right] \]

where \( \varphi \) is an arbitrary function defined on \( \Gamma \) and \( g = \det(g_{ij}) \).

Let \( \Gamma_t = \{(x,u(x,t)) : x \in \mathbb{R}^n \} \) so that it has a graph representation over a hyperplane with normal vector \( \nu = (0, \ldots, 0, 1) \), then we have the following explicit formulas: (\( \nabla \) is the gradient operator with respect to \( x \in \mathbb{R}^n \))

\[ \sigma = \frac{1}{z} (-\nabla u, 1), \quad g_{ij} = \delta_{ij} + u_x u_x, \quad g^{ij} = \delta^{ij} - \eta_i \eta_j, \quad h_{ij} = -\frac{1}{z} u_x u_x, \]  
(52)

where \( z = \sqrt{1 + |\nabla u|^2} = \langle \sigma, \nu \rangle^{-1} \) and \( \eta = \frac{u_x}{z} \). Furthermore,

\[ H = -\frac{1}{z} (\delta^{ij} - \eta_i \eta_j) u_x u_x \]  
and

\[ |A|^2 = \frac{1}{z^2} g^{ij} g^{kl} u_{ik} u_{jl} \].

We further remark that up to tangential diffeomorphism, the geometric evolution (1) is equivalent to the graph equation (6) (see [13, pp 549]) which is written again here in the following form:

\[ u_t = g^{ij} u_{x_i x_j} + \delta \sqrt{1 + |\nabla u|^2} f(\partial_{\nu}(x,u)^T). \]  
(53)

For simplicity, we set \( \delta = 1 \). As seen in the following derivation, this will not affect the result, as the smallness of \( \delta \) is only used in deriving the gradient bound (Theorem 10). Once this is done or assumed, \( \delta \) does not play a role in deriving higher regularity.

We now write down the evolution equations for the important geometric quantities relevant for our estimates. (In the following, the symbol \( C(\cdot) \) denotes some general constant which might depend on its argument(s).)

\[
\begin{align*}
\frac{\partial \sigma}{\partial t} &= g^{ij} \left< \frac{\partial \sigma}{\partial t}, \frac{\partial F}{\partial p_i} / \partial p_j \right> \frac{\partial F}{\partial p_j} = -g^{ij} \left< \sigma, \frac{\partial}{\partial p_i} \left( \frac{\partial F}{\partial t} \right) / \partial p_j \right> \frac{\partial F}{\partial p_j} \\
&= -g^{ij} \left< \sigma, \frac{\partial}{\partial p_i} \left( V_N \sigma \right) \right> \frac{\partial F}{\partial p_j} = -g^{ij} V_N \frac{\partial F}{\partial p_i} \frac{\partial p_j} = -\nabla_{\Gamma} V_N = \nabla_{\Gamma} H - \nabla_{\Gamma} f
\end{align*}
\]  
(54)
\[
\frac{\partial g_{ij}}{\partial t} = \left\langle \frac{\partial}{\partial p_i} \left( \frac{\partial F}{\partial t} \right), \frac{\partial F}{\partial p_j} \right\rangle + \left\langle \frac{\partial F}{\partial p_i}, \frac{\partial}{\partial p_j} \left( \frac{\partial F}{\partial t} \right) \right\rangle \\
= \left\langle \frac{\partial}{\partial p_i} (V_N \sigma), \frac{\partial F}{\partial p_j} \right\rangle + \left\langle \frac{\partial F}{\partial p_i}, \frac{\partial}{\partial p_j} (V_N \sigma) \right\rangle = V_N \left\langle \frac{\partial \sigma}{\partial p_i}, \frac{\partial F}{\partial p_j} \right\rangle + V_N \left\langle \frac{\partial F}{\partial p_i}, \frac{\partial \sigma}{\partial p_j} \right\rangle \\
= 2V_N h_{ij} = (-2H + 2f) h_{ij}
\]

\[
\frac{\partial g_{ij}^j}{\partial t} = -g_{ik} \frac{\partial g_{kl}}{\partial t} g_{jl} = -2V_N g_{ik} g_{jl} h_{kl} = (2H - 2f) g_{ik} g_{jl} h_{kl}
\]

\[
\frac{\partial h_{ij}}{\partial t} = -\frac{\partial}{\partial t} \left( \frac{\partial^2 F}{\partial p_i \partial p_j} \right), \sigma = \left( \frac{\partial^2}{\partial p_i \partial p_j} \left( \frac{\partial F}{\partial t} \right), \sigma \right) - \left( \frac{\partial^2 F}{\partial p_i \partial p_j}, \frac{\partial \sigma}{\partial t} \right) \\
= \left\langle \frac{\partial^2}{\partial p_i \partial p_j} (-V_N \sigma), \sigma \right\rangle - \left\langle \frac{\partial^2 F}{\partial p_i \partial p_j}, \nabla \tau V_N \right\rangle \\
= \left\langle \frac{\partial^2}{\partial p_i \partial p_j} (H \sigma), \sigma \right\rangle - \left\langle \frac{\partial^2 F}{\partial p_i \partial p_j}, \nabla \tau H \right\rangle - \left\langle \frac{\partial^2 F}{\partial p_i \partial p_j}, \nabla \tau (f \sigma) \right\rangle + \left\langle \frac{\partial^2 F}{\partial p_i \partial p_j}, \nabla \tau (f) \right\rangle \\
= \triangle \tau h_{ij} - 2H g_{ij} h_{kl} + |A|^2 h_{ij} - \left\langle \frac{\partial^2}{\partial p_i \partial p_j} (f \sigma), \sigma \right\rangle + \left\langle \frac{\partial^2 F}{\partial p_i \partial p_j}, \nabla \tau (f) \right\rangle
\]

\[
\frac{\partial |A|^2}{\partial t} = \frac{\partial}{\partial t} \left( g_{ik} g_{jl} h_{ij} h_{kl} \right) = g_{ik} g_{jl} h_{ij} h_{kl} + g_{ik} g_{jl} h_{ij} h_{kl} + g_{ik} g_{jl} (h_{ij}) h_{kl} + g_{ik} g_{jl} (h_{ij}) (h_{kl}) t
\]

\[
= \triangle \tau |A|^2 - 2 |\nabla \tau A|^2 + 2 |A|^4 + (I) + (II)
\]

where

\[
(I) = -2fh^k g^{jl} h_{ij} h_{kl} - 2fh^j g^{ik} h_{ij} h_{kl} \quad \text{so that} \quad |(I)| \leq C(F) |A|^3
\]

\[
(II) = g^{ik} g^{jl} h_{ij} h_{kl} \left( - \left\langle \frac{\partial^2}{\partial p_i \partial p_j} (f \sigma), \sigma \right\rangle + \left\langle \frac{\partial^2 F}{\partial p_i \partial p_j}, \nabla \tau (f) \right\rangle \right) \\
+ g^{ik} g^{jl} h_{ij} \left( - \left\langle \frac{\partial^2}{\partial p_i \partial p_j} (f \sigma), \sigma \right\rangle + \left\langle \frac{\partial^2 F}{\partial p_i \partial p_j}, \nabla \tau (f) \right\rangle \right)
\]

Note that

\[
\left\langle \frac{\partial^2}{\partial p_i \partial p_j} (f \sigma), \sigma \right\rangle = \left\langle \frac{\partial^2 f}{\partial p_i \partial p_j}, \sigma \right\rangle + \left\langle \frac{\partial f}{\partial p_i}, \frac{\partial \sigma}{\partial p_j} \right\rangle + \left\langle \frac{\partial f}{\partial p_j}, \frac{\partial \sigma}{\partial p_i} \right\rangle + f \left\langle \frac{\partial^2 \sigma}{\partial p_i \partial p_j}, \sigma \right\rangle \\
= \frac{\partial^2 f}{\partial p_i \partial p_j} \sigma - f \left\langle \frac{\partial \sigma}{\partial p_i}, \frac{\partial \sigma}{\partial p_j} \right\rangle
\]

so that

\[
|(II)| \leq C(F) |A| + C(F).
\]

Hence we have:

\[
\frac{\partial |A|^2}{\partial t} \leq \triangle \tau |A|^2 - 2 |\nabla \tau A|^2 + 2 |A|^4 + C(F) |A|^3 + C(F).
\]
Finally, we need the evolution equation for $z$: 
\[
\frac{\partial z}{\partial t} = \frac{\partial}{\partial t} \langle \sigma, \nu \rangle^{-1} = -z^2 \langle \partial_t \sigma, \nu \rangle = z^2 \langle -\nabla_H f, \nu \rangle + z^2 \langle \nabla_H f, \nu \rangle
\]  
so that \[
\frac{\partial z}{\partial t} \leq \Delta_H z - |A|^2 z^2 - \frac{2}{z} |\nabla_H z|^2 + C(F) z^2.
\]  

We are now ready to prove the stated Theorems.

A.1 Proof of Theorem 6 – Existence of Classical Solution

The main point here is that the initial data is only assumed to be Lipschitz. In order to prove the existence of classical solution, we need apriori estimates for the second derivatives or equivalently, the second fundamental form. This is provided by the following lemma on the interior in time estimate for the curvature.

18 Lemma. Let \( \{ \Gamma_t : t \geq 0 \} \) be a classical solution of (6) such that \( \| z \|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^+)} \leq N_0 < \infty \). Then, for all \( T > 0 \), there exists a constant \( C(N_0, F, T) \) such that for \( 0 \leq t \leq T \),

\[
\left\| |A|^2 (\cdot, t) \right\|_{L^\infty(\mathbb{R}^n)} \leq C(N_0, F, T) \frac{1}{t}.
\]

Proof. The proof follows very much the strategy of [13, Theorem 3.1]. Hence only the key steps will be outlined.

Let \( \varphi \) be a positive increasing function (to be determined). Then

\[
\begin{align*}
& ( \partial_t - \Delta_H ) \left[ |A|^2 \varphi(z^2) \right] \\
& = |A|^2 \varphi'(z^2) 2z \partial_t + \varphi(z^2) (|A|^2)_t - \nabla_H \left[ |A|^2 \varphi'(z^2) 2z \nabla_H z + \varphi(z^2) \nabla_H (|A|^2) \right] \\
& = |A|^2 \varphi'(z^2) 2z [ \partial_t - \Delta_H z ] + \varphi(z^2) \left[ (|A|^2)_t - \Delta_H |A|^2 \right] \\
& - 4 \varphi'(z^2) z \left( \nabla_H |A|^2, \nabla_H z \right) - |A|^2 \varphi''(z^2) 4z^2 |\nabla_H z|^2 - |A|^2 \varphi'(z^2) 2 |\nabla_H z|^2 \\
& \leq 2 \left[ \varphi(z^2) - \varphi'(z^2) z^2 \right] |A|^4 - 2 \varphi(z^2) \nabla_H |A|^2 - (6 \varphi'(z^2) + 4 \varphi''(z^2)) |A|^2 |\nabla_H z|^2 \\
& - 2 \left( \nabla_H |A|^2, \nabla_H \varphi(z^2) \right) + C(F) z^3 \varphi'(z^2) |A|^2 + C(F) \varphi(z^2) \left[ |A|^3 + 1 \right] \\
& \leq 2(\varphi - \varphi'(z^2) z^2) |A|^4 - \varphi^{-1} \left( \nabla_H \varphi, \nabla_H (|A|^2 \varphi) \right) - (6 \varphi'(1 - \varphi^{-1} \varphi(z^2)) + 4 \varphi''(z^2)) |A|^2 |\nabla_H z|^2 \\
& + C(F) z^3 \varphi'(z^2) |A|^2 + C(F) \varphi(z^2) \left[ |A|^3 + 1 \right].
\end{align*}
\]

Upon choosing \( \varphi(s) = \frac{s^k}{1 - ks} \) where \( k \) is some small positive number (to be determined), we have:

\[
( \partial_t - \Delta_H ) \left[ |A|^2 \varphi \right] \leq -k \left[ |A|^2 \varphi \right]^2 - \varphi^{-1} \left( \nabla_H \varphi, \nabla_H (|A|^2 \varphi) \right) + C(F) z^3 \varphi'(z^2) |A|^2 + C(F) \varphi \left[ |A|^3 + 1 \right].
\]

As \( \| z \|_{\infty} \leq N_0 < \infty \), we can choose \( k = k(N_0) \) small enough that \( \varphi(z^2) \) and its derivatives are all uniformly bounded. Note that \( \varphi(z^2) \) is also bounded from below as \( z \geq 1 \). The presence
of $-k \left[ |A|^2 \varphi \right]^2$ is crucial. It is the reflection of the fact that the equation is uniformly parabolic (as the gradient is assumed to be uniformly bounded). It can be used to absorb the $|A|^2$ and $|A|^3$ terms. By introducing $B = |A|^2 \varphi(z^2)$ and changing the constants, we thus arrive at:

$$(\partial_t - \triangle)B \leq -kB^2 - \varphi^{-1} \langle \nabla \varphi, \nabla B \rangle + C(F, N_s).$$

Now consider the equation satisfied by the quantity $tB$:

$$(\partial_t - \triangle)(tB) = t(\partial_t - \triangle)B + B \leq -ktB^2 - t\varphi^{-1} \langle \nabla \varphi, \nabla B \rangle + tC(N_s, F) + B.$$  

Furthermore, the quantity $\varphi(z^2)$ satisfies:

$$(\partial_t - \triangle) \varphi \leq -2z^2 \varphi^\prime |A|^2 + C(N_s, F)z^3 \varphi^\prime.$$ 

Thus we have:

$$(\partial_t - \triangle)(tB + \varphi) \leq -ktB^2 + B - \varphi^{-1} \langle \nabla \varphi, \nabla (tB + \varphi) \rangle + C(N_s, F)(|A|^2 + 1) + C(N_s, F)$$

$$\leq -ktB^2 + C(N_s, F)B - \varphi^{-1} \langle \nabla \varphi, \nabla (tB + \varphi) \rangle + tC(N_s, F)$$

$$\leq -kB \left[ tB - C(N_s, F)B \right] - \varphi^{-1} \langle \nabla \varphi, \nabla (tB + \varphi) \rangle + tC(N_s, F)$$

(whence the above we have made used of the fact that $|\nabla \varphi|^2 \leq C(N_s) |A|^2$).

Now suppose $\sup_{t \in [0, T]} [tB + \varphi(z^2)]$ equals some constant $M > 0$. Assume that the sup is attained at $p_s$ and $t_s$. Then we have

$$0 \leq -k \left( \frac{M - \varphi(z^2)}{t} \right) \left[ M - \varphi(z^2) - C \right] + TC \left|_{(p_s, t_s)} \right.$$ 

which leads to a contradiction upon choosing $M = M(N_s, T, F)$ large enough. The argument can be localized in space as done in [13] or we can also use the similar device as in page 10 by choosing appropriate $(p^{(j)}_s, t^{(j)}_s)$'s such that $tB + \varphi$ converges to the sup. The same proof then goes through.

The desired interior in time estimate (62) is thus established.

With the above apriori bounds, Theorem 6 can be proved using approximation of the initial data. For smooth initial data, the result follows by Schauder Fixed Point Theorem. The estimates of Corollary 4 lead to uniform gradient bound which then gives a curvature bound which depends only on the gradient. The uniqueness and global in time existence of solution also follows easily from standard arguments.

A.2 Proof of Theorem 7 – Gradient Decay Estimate

The technique is initiated by [18] for the elliptic case. The computation here follows closely to that of [15, Theorem 5.2], making use of the graph equation (6) (or (53)).
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We first recall the notations of (52). Furthermore, let \( \|D^2 u\|^2 = \sum_{ij} u_{x_ix_j}^2 \). Then (60) takes the following analogous form:

\[
z_t = g^{ij} z_{x_ix_j} - \frac{1}{z} g^{ij} g^{kl} u_{x_ix_l} u_{x_jx_k} - \frac{2}{z} g^{ij} \eta^k \eta^l u_{x_ix_l} u_{x_jx_k} + \eta^k (\delta z f)_{x_k}
\]

(63)
or more compactly written as:

\[
z_t = g^{ij} z_{x_ix_j} - \frac{\|D^2 u\|^2}{z} + \frac{\langle \nabla u, \nabla z \rangle^2}{z^3} + \delta \left\{ \frac{\langle \nabla u, \nabla z \rangle}{z} f(x, u) + \langle \nabla u, \nabla f(x, u) \rangle + |\nabla u|^2 f_u(x, u) \right\}.
\]

(64)

Furthermore, the symmetric matrix \( \bar{G} = (g^{ij}) \) satisfies:

\[
\bar{G} = I - \eta \otimes \eta = (1 - |\eta|^2)I + |\eta|^2 \left( I - \frac{\eta}{|\eta|} \otimes \frac{\eta}{|\eta|} \right) \geq (1 - |\eta|^2)I = \frac{1}{z^2} I
\]

(65)
so that \( \bar{G} \) is positive definite with its smallest eigenvalues equal to \( \frac{1}{z^2} \).

Now we proceed to prove the Theorem. Without loss of generality, we restrict our attention to \( \Omega_{R,T} = \{(x,t) : 0 \leq |x| \leq R, 0 < t < T\} \). By adding a constant to \( u \), we can assume \(-3M \leq u \leq -M < 0 \) so that \( \|u\|_{L^\infty(\mathbb{R} \times [0,T])} \leq M \). Let \( u(0,T) = -m < 0 \).

Define \( h(x,t) = \rho(x,t) z(x,t) \) where

\[
\rho(x,t) = e^{K \phi(x,t)} - 1 \quad \text{and} \quad \phi(x,t) = \left[ \frac{u(x,t)}{2m} + \frac{t}{T} \left( 1 - \frac{|x|^2}{R^2} \right) \right]^+
\]

and the constant \( K \) is to be determined.

Consider the expression \( Lh = g^{ij} h_{x_ix_j} - h_t \) which equals \( \rho Lz + zL \rho + 2(\rho)_{x_i} z_{x_i} - \eta^j \eta^l (\rho)_{x_j z_{x_l}} - \eta^j \eta^l (\rho)_{z_{x_j} x_l} \). As \( (\rho)_{x_i} = \frac{h_{x_i} - \rho z_{x_i}}{z} \), we have:

\[
Lh = g^{ij} \frac{z_{x_j}}{z} h_i = \rho \left( Lz - 2 g^{jj} z_{x_j} \right) + z L \rho.
\]

Now estimate: \( Lz - 2 g^{jj} z_{x_j} \) and \( L \rho \). Using (63) and (65), the former is estimated as:

\[
Lz - 2 g^{jj} z_{x_j} z_{x_j} = \frac{1}{z} g^{ij} g^{kl} u_{x_ix_l} u_{x_jx_k} + \frac{2}{z} g^{ij} \eta^k \eta^l u_{x_ix_l} u_{x_jx_k} + \eta^k (\delta z f)_{x_k} - 2 g^{jj} \eta^k \eta^l u_{x_i x_l} u_{x_j x_k}
\]

\[
\geq \frac{1}{z^3} \|D^2 u\|^2 - \delta \left[ \langle [D^2 u] \eta, \eta \rangle f + \langle \nabla u, \nabla f \rangle + |\nabla u|^2 f_u \right].
\]

Furthermore, as \( \|D^2 u\| \eta, \eta \| \leq \frac{\|D^2 u\| \nabla u\|^2}{z^2} = \frac{\|D^2 u\|^2 z^2}{z^2} \), we have \( \delta \langle D^2 u \eta, \eta \rangle f \leq \frac{1}{z} \|D^2 u\|^2 + \frac{1}{2} \delta z^5 C(F) \) which gives

\[
Lz - 2 g^{jj} \frac{z_{x_j}}{z} \geq \frac{1}{2} \frac{\|D^2 u\|^2}{z^3} - C(F) \delta z^2 (1 + \delta z^3).
\]

(66)
For \( L \rho \), we have

\[
L \rho = K^2 e^{K \phi} \delta^{ij} (\phi)_{x_i} (\phi)_{x_j} + K e^{K \phi} (g^{ij} (\phi)_{x_i} x_j - (\phi)_{x}) \\
\geq \frac{K^2 e^{K \phi}}{\zeta^2} |\nabla (\phi)|^2 + K e^{K \phi} (g^{ij} (\phi)_{x_i} x_j - (\phi)_{x}) \quad \text{(from (65)).}
\]

Note that

\[
(\phi)_{x_i} = \frac{u_{x_i}}{2m} - \frac{2t x_i}{T^2 R^2}, \quad (\phi)_{x_i x_j} = \frac{u_{x_i x_j}}{2m}, \quad (\phi)_{x} = \frac{u_t}{2m} + \frac{1}{T} \left(1 - \frac{|x|^2}{R^2}\right).
\]

Hence

\[
L \rho \geq K^2 e^{K \phi} \frac{|\nabla u|^2}{2m} - \frac{2t x}{T^2 R^2} + K e^{K \phi} \left[\frac{\delta z F}{2m} - \frac{1}{T} \left(1 - \frac{|x|^2}{R^2}\right)\right]. \quad (67)
\]

Combining (66) and (67), we sequentially estimate \( L h \) from below:

\[
L h - 2 \frac{g^{ij} z}{z} z h_i \geq z L \rho - \rho C(F) \delta^2 (1 + \delta z^3) \\
\geq \rho \left\{ \frac{K^2}{4m^2 \zeta^2} \left[|\nabla u|^2 - \frac{16m^2}{R^2}\right] - K \left[\frac{\delta z F}{2m} + \frac{1}{T} \left(1 - \frac{|x|^2}{R^2}\right)\right] - \delta C(F) z (1 + \delta z^3) \right\}
\]

Define the set

\[
D = \left\{(x, t) \in \Omega_{R,T} : z^2 (x, t) \geq 2 \left(1 + \frac{16m^2}{R^2}\right)\right\}. \quad (68)
\]

On \( D \), we have:

\[
L h - 2 \frac{g^{ij} z}{z} z h_i \geq \rho \left\{ \frac{K^2}{8m^2} - K \left(\frac{\delta z F}{2m} + \frac{1}{T}\right) - \delta C(F) z (1 + \delta z^3) \right\} \\
\geq \rho \left\{ \frac{K^2}{16m^2} - 4 \delta^2 z^2 C(F) - \frac{16m^2}{T^2} - \delta C(F) z (1 + \delta z^3) \right\}.
\]

Let \( z^* = \sup_{t \in [0, T]} \|z(t)\|_{\infty} \). If we choose:

\[
K \geq \frac{4m}{\sqrt{3}} \left(\frac{4m}{T} + C(F) \sqrt{\delta z^*} + C(F) \delta z^* + C(F) \delta z^2\right)
\]

then \( L h - 2 \frac{g^{ij} z}{z} z h_i \geq 0 \).

Observe that \((0, T) \in \text{spt} \phi \). Assume \((0, T) \in D \), otherwise \( z(0, T) \leq \sqrt{2} \left(1 + \frac{4m}{R}\right) \). By maximum principle, we have \( h(0, T) \leq \max_{(x, t) \in \partial D} h(x, t) \), i.e.

\[
(e^{K(-\frac{1}{2}+1)} - 1) z(0, T) \leq \max_{(x, t) \in \partial D} \left( e^{K \left(\frac{\delta z F}{2m} + \frac{1}{T}\right)} - 1 \right) z(x, t) \leq (e^K - 1) \sqrt{2} \left(1 + \frac{4m}{R}\right)
\]
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leading to
\[ z(0, T) \leq \sqrt{2} \left( 1 + \frac{4m}{R} \right) \left\{ \exp \left( \frac{2m}{\sqrt{3}} \left[ \frac{4m}{T} + C(F) \sqrt{\delta z^* + (C(F) \delta z^* + C(F) \delta z^{*2})} \right] + 1 \right\} \] (69)

Now let \( N_0 = \|z(0)\|_{\infty} \). By (14) of \textbf{Corollary 4}, we have \( z^* \leq \bar{Z} := N_0 + C(F) \sqrt{\delta N_0^2 (1 + M)} \)
for \( \delta \leq \delta_1(N_0, M, F) \). Hence the result will follow if we choose \( N_0 \) such that
\[ \sqrt{2} \left( 1 + \frac{4M}{R} \right) \left\{ \exp \left( \frac{2M}{\sqrt{3}} \left( \frac{4M}{T} + C(F) \left( \sqrt{\bar{Z}^2 + \delta \bar{Z} + \delta Z^{2}} \right) \right) \right\} + 1 \right\} \leq \frac{N_0}{2}. \] (70)

If \( \delta \) is small enough, such a choice for \( N_0 \) is always possible and it can be bounded from below and above by two constants \( N_1(T, M, F) \) and \( N_2(T, M, F) \). The whole \textbf{Theorem} is thus proved.
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