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Abstract

The Rabinowitz-Floer homology of a Liouville domain $W$ is the Floer homology of the Rabinowitz free period Hamiltonian action functional associated to a Hamiltonian whose zero energy level is the boundary of $W$. This invariant has been introduced by Kai Cieliebak and Urs Frauenfelder and has already found several applications in symplectic topology and in Hamiltonian dynamics. Together with Alexandru Oancea, the same authors have recently computed the Rabinowitz-Floer homology of the cotangent disk bundle $D^*M$ of a closed Riemannian manifold $M$, by means of an exact sequence relating the Rabinowitz-Floer homology of $D^*M$ with its symplectic homology and cohomology. The first aim of this paper is to present a chain level construction of this exact sequence. In fact, we show that this sequence is the long homology sequence induced by a short exact sequence of chain complexes, which involves the Morse chain complex and the Morse differential complex of the energy functional for closed geodesics on $M$. These chain maps are defined by considering spaces of solutions of the Rabinowitz-Floer equation on half-cylinders, with suitable boundary conditions which couple them with the negative gradient flow of the geodesic energy functional.

The second aim is to generalize this construction to the case of a fiberwise uniformly convex compact subset $W$ of $T^*M$ whose interior part contains a Lagrangian graph. Equivalently, $W$ is the energy sublevel associated to an arbitrary Tonelli Lagrangian $L$ on $TM$ and to any energy level which is larger than the strict Mañé critical value of $L$. In this case, the energy functional for closed geodesics is replaced by the free period Lagrangian action functional associated to a suitable calibration of $L$. An important issue in our analysis is to extend the uniform estimates for the solutions of the Rabinowitz-Floer equation - both on cylinders and on half-cylinders - to Hamiltonians which have quadratic growth in the momenta. These uniform estimates are obtained by the Aleksandrov integral version of the maximum principle. In the case of half-cylinders, they are obtained by an Aleksandrov-type maximum principle with Neumann conditions on part of the boundary.
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Introduction

Let \((W,\lambda)\) be a Liouville domain, that is a compact connected \(2n\)-dimensional manifold with boundary, equipped with a one-form \(\lambda\) - the Liouville form - such that \(\omega := d\lambda\) is a symplectic form on \(W\), and that the Liouville vector field \(Y\) defined by \(\iota_Y\omega = \lambda\) is transverse to \(\partial W\) and points in the outward direction (we borrow the terminology \textit{Liouville domain} from Seidel, see [Sei08]). Recently, Cieliebak and Frauenfelder [CF09] have associated an algebraic invariant to such a structure, called the \textit{Rabinowitz-Floer homology} of \((W,\lambda)\).

This is the homology of a chain complex, whose generators are either constant loops in \(\partial W\) or reparametrized closed orbits of the Reeb vector field \(R\) on \(\partial W\) induced by the contact form \(\alpha := \lambda|_{\partial W}\). In the construction, one considers the completion \(\hat{W}\) of \(W\), that is the symplectic manifold obtained by attaching to \(W\) the collar \(\partial W \times [1, +\infty]\) and by extending the Liouville form to \(\hat{W}\) by setting \(\lambda := \rho\alpha\) on the collar, where \(\rho \in [1, +\infty]\) denotes the second component in \(\partial W \times [1, +\infty]\). One chooses a Hamiltonian \(H \in C^\infty(\hat{W})\) whose zero level set is \(\partial W\), which is negative on the interior part of \(W\), and whose Hamiltonian vector field restricts to the Reeb vector field \(R\) on \(\partial W\). Then one looks at the Hamiltonian action functional over the space of loops \(y : \mathbb{R}/\eta\mathbb{Z} \to \hat{W}\) of arbitrary period \(\eta > 0\):

\[
y \mapsto \int_{\mathbb{R}/\eta\mathbb{Z}} y^*\lambda - \int_{\mathbb{R}/\eta\mathbb{Z}} H(y(\tau)) \, d\tau.
\]

If we reparametrize each of such loops \(y : \mathbb{R}/\eta\mathbb{Z} \to \hat{W}\) on the circle of unit length \(T := \mathbb{R}/\mathbb{Z}\) by setting \(x(t) = y(\eta t)\), we obtain the \textit{Rabinowitz action functional}

\[
\mathcal{A}(x, \eta) := \int_T x^*\lambda - \eta \int_T H(x(t)) \, dt,
\]

which was used by Rabinowitz [Rab78] in his proof of the Weinstein conjecture for star-shaped domains of \(\mathbb{R}^{2n}\). Although we started with a positive \(\eta\), the functional \(\mathcal{A}\) makes sense for all real values of \(\eta\), and we can see it as a functional on \(\Lambda \hat{W} \times \mathbb{R}\), where \(\Lambda \hat{W}\) is the space of smooth closed loops \(x : T \to \hat{W}\). Its critical points are either of the form \((x,0)\), with \(x\) a constant loop in \(\partial W\), or \((x,\eta)\), with \(\eta \neq 0\) and \(y(\tau) := x(\tau/\eta)\) a closed Reeb orbit on \(\partial W\) with (not necessarily minimal) period \(|\eta|\). If one endows \(\Lambda \hat{W}\) with the \(L^2\)-Riemannian structure induced by an \(\omega\)-compatible \(t\)-dependent almost complex structure \(J_t\), \(t \in T\), on \(\hat{W}\), the \textit{negative gradient equation} for \(\mathcal{A}\) has
the form

\[
\frac{\partial u}{\partial s}(s, t) + J_t(u(s, t)) \left( \frac{\partial u}{\partial t}(s, t) - \eta(s) X_H(u(s, t)) \right) = 0,
\]

where \( u \) is a map from the cylinder \( \mathbb{R} \times \mathbb{T} \), endowed with coordinates \((s, t)\), to \( \hat{W} \), \( \eta \) is a real function on \( \mathbb{R} \), and \( X_H \) denotes the Hamiltonian vector field on \((\hat{W}, \omega)\) induced by \( H \). We refer to the system of PDE’s (1) as to the **Rabinowitz-Floer equation**. The Rabinowitz-Floer complex of \((W, \lambda)\) is then defined by counting solutions of the equation (1) connecting different critical points of \( A \). Actually, the critical points of \( A \) are never isolated, so one needs to work in a Morse-Bott setup: Up to a small perturbation of \( \partial W \) within \( \hat{W} \), the critical set \( \text{crit} A \) of the Rabinowitz action functional consists of smooth finite dimensional manifolds, so one fixes an auxiliary Morse function \( a \) on \( \text{crit} A \), and considers the set of **negative gradient flow lines with cascades** for \((A, a)\) (see the Appendix of [Fra04], and Section 3 below). The \( \mathbb{Z}_2 \)-vector space \( RF \) is defined as the space of formal sums of critical points of \( a \), which are possibly infinite but on which \( A \) is bounded from above, and a counting process on the space of gradient flow lines with cascades for \((A, a)\) produces a homomorphism \( \partial : RF \to RF \) such that \( \partial^2 = 0 \). When the transverse Conley-Zehnder index of the Reeb orbits of \( R \) is well-defined, \( RF \) carries a \( \mathbb{Z} \)-grading, so \((RF, \partial)\) is a chain complex of \( \mathbb{Z}_2 \)-vector spaces, which is called the **Rabinowitz-Floer complex** of \((W, \lambda, a)\) and is denoted by \( RF(W, \lambda, a) \).

Rabinowitz-Floer homology does not depend on the choice of the auxiliary data and is called the **Rabinowitz-Floer homology** of \((W, \lambda)\). Rabinowitz-Floer homology has the following important vanishing property: \( HRF(W, \lambda) = 0 \) whenever there is an embedding \( \varphi : W \to W' \) into the interior part of another Liouville domain \((W', \lambda')\), such that \( \varphi^* \lambda' - \lambda \) is exact and \( \varphi(W) \) is displaceable within \( W' \) by a Hamiltonian isotopy (see Theorem 1.2 in [CF09]; in order to prove this theorem and other invariance results, it is useful to define the Rabinowitz-Floer homology of \((W, \lambda)\) by using more general ambient manifolds than the completion \( \hat{W} \); the fact that the resulting homology does not depend on the choice of the ambient manifold is proved in [CF09], Proposition 3.1). The fact that the Rabinowitz-Floer homology of \((W, \lambda)\) vanishes implies the existence of closed Reeb orbits on \( \partial W \), because otherwise \( HRF(W, \lambda) \) would be isomorphic to the singular homology of \( \partial W \) (see Corollary 3.3 in [Sch06] for a proof of this fact under weaker assumptions).

Rabinowitz-Floer homology has already found quite a number of other applications. It provides obstructions for the existence of contact embeddings of unit cotangent sphere bundles (see [CF9] and [CFO09]), it allows to prove existence and multiplicity results for leaf-wise intersections points (see [AF08a] and [AF08b]), and it plays a relevant role in the study of the dynamics and the symplectic topology of energy hypersurfaces of magnetic flows on cotangent bundles (see [CFO9], where Rabinowitz-Floer homology is extended to domains whose boundary need not be of contact type, but satisfies substantially weaker assumptions). An important ingredient in all these applications is to determine the Rabinowitz-Floer homology of \((D^* M, \lambda)\), the unit cotangent disk bundle of a closed Riemannian manifold \((M, g)\), equipped with the restriction of the canonical Liouville one-form of the cotangent bundle \( T^* M \). In this case, the completion of \( D^* M \) is \( T^* M \), its boundary is \( S^* M \), the unit cotangent sphere bundle, and the Reeb flow on \( S^* M \) coincides with the geodesic flow.

When \( M \) is the sphere, \( HRF(D^* M, \lambda) \) was computed in [CF09], while in the case of an arbitrary closed manifold it has been determined by Cieliebak, Frauenfelder, and Oancea in [CFO09]. In the latter paper, the authors show that the Rabinowitz-Floer homology groups fit into an exact sequence of the form

\[
\cdots \to SH_k(W, \lambda) \to H_kRF(W, \lambda) \to SH^{1-k}(W, \lambda) \to SH_{k-1}(W, \lambda) \to \cdots
\]

(2)

where \( SH_k(W, \lambda) \) and \( SH^*(W, \lambda) \) are the symplectic homology and cohomology groups of \((W, \lambda)\) (see [FH94], [CFH95], [Oan04], and [Sei08]). This exact sequence is built by introducing a version of symplectic homology for \( V \)-shaped Hamiltonians, which naturally fits into an exact sequence of
together with the negative gradient flow of auxiliary Morse functions which solve the Rabinowitz-Floer equation (1), converge to solutions of the following mixed problem: Given the first of which is injective, the second surjective. The definition of $\Phi$ is based on counting is actually useful to choose we consider the space of maps $A$ crit $(2)$ takes the form by looking at the flow lines with cascades produced by the conditions $T$ similarly to what we did in [AS06] for the Floer homology of $\Lambda$.

Moreover, the homomorphism

$$H^{1-k}(\Lambda M) \to H_{k-1}(\Lambda M)$$

is clearly zero, except possibly for $k = 1$, where it is shown to be the multiplication by $\chi(T^*M)$, the Euler number of the vector bundle $T^*M \to M$, on the space of contractible loops, and to vanish on all the other components of $\Lambda M$. These facts allow to completely determine $\text{HRF}(D^*M, \lambda)$ (see Theorem 1.10 in [CFO09], or Section 9 below).

The first aim of this paper is to present an alternative direct construction of the exact sequence (3) (and hence an alternative way of determining $\text{HRF}(D^*M, \lambda)$). The starting idea is to couple the Rabinowitz-Floer complex produced by the Hamiltonian

$$H(q, p) = \frac{1}{2}(g^*(p, p) - 1), \quad \forall q \in M, \; p \in T_q^*M,$$

where $g^*$ is the inner product on $T^*M$ dual to $g$, with the Morse chain complex and the Morse differential complex of the geodesic energy functional

$$E(\gamma) = \int_0^1 g(\gamma'(t), \gamma'(t)) \, dt$$

on the space $W^{1,2}(\mathcal{T}, M)$ of absolutely continuous closed loops in $M$ with square integrable velocity, similarly to what we did in [AS06] for the Floer homology of $T^*M$. The necessity to work with the quadratic Hamiltonian $H$, instead of with Hamiltonians which are constant outside a compact set, requires us to generalize the $L^\infty$ estimates for the Rabinowitz-Floer equation (1) proved in [CF09]. We discuss this point at the end of this Introduction.

For a generic Riemannian metric $g$, $E$ is a Morse-Bott functional on $W^{1,2}(\mathcal{T}, M)$, and one can associate to it a Morse chain complex $(M_*(E, e), \partial)$ and a Morse differential complex $(M^*(E, f), \delta)$ by looking at the flow lines with cascades produced by the $W^{1,2}$-negative gradient flow of $E$, together with the negative gradient flow of auxiliary Morse functions $e$ and $f$ on crit $E$. Here it is actually useful to choose $e$ to be suitably compatible with the auxiliary Morse function $a$ on crit $\lambda$, and $f$ to coincide with $-e$ (see conditions (A0-A4) in Section 5 below).

Then we can work at the chain level, and define two chain maps

$$\Phi : M_*(E, e) \to \text{RF}_*(D^*M, \lambda, a), \quad \Psi : \text{RF}_*(D^*M, \lambda, a) \to M^{1-*}(E, -e),$$

the first of which is injective, the second surjective. The definition of $\Phi$ is based on counting solutions of the following mixed problem: Given $\gamma$ a critical point of $E$ and $z$ a critical point of $\lambda$, we consider the space of maps

$$(u, \eta) : [0, +\infty) \times T \to T^*M \times \mathbb{R}$$

which solve the Rabinowitz-Floer equation (1), converge to $z$ for $s \to +\infty$, and satisfy the boundary conditions

$$\pi \circ u(0, \cdot) \in W^u(\gamma; -\nabla E), \quad \eta(0) = \sqrt{E(\pi \circ u(0, \cdot))},$$

where $\pi : T^*M \to M$ is the projection and $W^u(\gamma; -\nabla E) \subset W^{1,2}(\mathcal{T}, M)$ denotes the unstable manifold of $\gamma$ with respect to the $W^{1,2}$-negative gradient flow of $E$. Actually, the Morse-Bott situation require us to consider solutions with cascades of the above problem, see Section 6 below.
for a precise definition. In order to keep the presentation simpler, we systematically ignore this point within this introduction. The second coupling condition in (5) is suggested by the inequality
\[ A(x, \sqrt{E(\pi \circ x)}) \leq \sqrt{E(\pi \circ x)}, \quad \forall x \in \Lambda T^* M, \]
and by the fact that equality holds when \((x, \sqrt{E(\pi \circ x)})\) is a critical point of the Rabinowitz action functional (see Lemma 5.1 below). Indeed, the latter inequality allows us to prove the necessary compactness for the above mixed problem, and to construct a left inverse \(\hat{\Phi}\) for \(\Phi\), which is then injective.

Similarly, the chain map \(\Psi\) is built by considering solutions \((u, \eta) : [-\infty, 0] \times T \to T^* M \times \mathbb{R}\) of the Rabinowitz-Floer equation (1), which converge to a critical point \(z\) of \(A\) for \(s \to -\infty\), and satisfy the boundary conditions
\[ \pi \circ u(0, -\cdot) \in W^u(\gamma; -\nabla E), \quad \eta(0) = -\sqrt{E(\pi \circ u(0, \cdot))}. \]
Note that the reversed parametrization of the loop \(u(0, \cdot)\) is considered here. Then we use the inequality
\[ A(x, -\sqrt{E(\pi \circ x)}) \geq -\sqrt{E(\pi \circ x)}, \quad \forall x \in \Lambda T^* M, \]
and we construct a right inverse \(\hat{\Psi}\) for \(\Psi\), which is then surjective.

The composition \(\Psi \circ \Phi\) might not be zero, but we can show that it is chain homotopic to zero, that is
\[ \Psi \circ \Phi = P \partial + \delta P, \]
where the chain homotopy
\[ P : M_*(\mathbb{E}, e) \to M^{-*}(\mathbb{E}, -e) \]
is defined by counting finite length cylinders over minimal closed geodesics, that is solutions \((u, \eta) : [-S, S] \times T \to T^* M \times \mathbb{R}\) of the Rabinowitz-Floer equation (1) for some \(S > 0\), which satisfy the boundary conditions
\[ \pi \circ u(-S, \cdot) = \gamma^-, \quad \eta(-S) = \sqrt{E(\gamma^-)}, \quad \pi \circ u(S, \cdot) = \gamma^+(-\cdot), \quad \eta(S) = -\sqrt{E(\gamma^+)}, \]
where \(\gamma^-\) and \(\gamma^+\) are closed geodesics of Morse index zero. The main point in the construction of \(P\) and in the proof of the fact that it is a chain homotopy between \(\Psi \circ \Phi\) and zero is to show that the length \(2S\) of the cylinders in the above problem - and in the analogous problem in which the sum of the indices of the closed geodesics \(\gamma^-\) and \(\gamma^+\) is 1 - is bounded away from zero (see Lemma 8.2 below). Then \(\Phi\) can be modified within its chain homotopy class, obtaining the chain map
\[ \Theta := \Phi - \hat{\Psi} P \partial - \partial \hat{\Psi} P, \]
and our first main result is the following:

**Theorem 1** The short sequence of chain maps
\[ 0 \to M_*(\mathbb{E}, e) \xrightarrow{\Theta} RF_*(D^* M, \lambda, a) \xrightarrow{\Psi} M^{-1-*}(\mathbb{E}, -e) \to 0 \]
is exact. After identifying Morse (co)homology with singular (co)homology by the isomorphisms
\[ H_k M(\mathbb{E}, e) \cong H_k(\Lambda M), \quad H^k M(\mathbb{E}, -e) \cong H^k(\Lambda M), \]
the associated long exact sequence takes the form
\[ \cdots \to H_k(\Lambda M) \xrightarrow{\Theta} H_k RF(D^* M, \lambda) \xrightarrow{\Psi_*} H^{1-k}(\Lambda M) \xrightarrow{\Delta_*} H_{k-1}(\Lambda M) \to \cdots \]
where the connecting homomorphism $\Delta_*$ can be non-zero only in degree zero, and where
\[
\Delta : H^0(\Lambda M) \to H_0(\Lambda M)
\]
vanishes on the components of $\Lambda M$ containing non-contractible loops, and is the multiplication by the Euler number $\chi(T^*M)$ on the component of $\Lambda M$ consisting of contractible loops.

See Theorem 9.1 below for a more precise statement. The long exact sequence of the theorem above is precisely the exact sequence (3) from [CIPP98]. When compared to [CIPP98], our approach has advantages and disadvantages. An obvious limitation is that our construction of the maps $\Phi$ and $\Psi$ heavily uses the cotangent bundle structure, so we do not find the exact sequence (3) as a particular case of (2). On the other hand, we obtain quite natural maps already at the chain level. Moreover, although here - for sake of simplicity - we work with $\mathbb{Z}_2$ coefficients, our construction could be extended to arbitrary coefficient groups, in particular to the integers. The approach in [CIPP98], instead, makes extensive use of direct and inverse limits of chain complexes, and for this reason it needs a Mittag-Leffler condition to be fulfilled, which forces to choose coefficient in a field (see [CF] a discussion of this point).

**In our second result**, we treat the following class of domains: $W$ is a compact subset of $T^*M$, it has smooth fiberwise uniformly convex boundary, and its interior contains a Lagrangian graph, that is

\[
\{(q,\theta(q)) \mid q \in M\} \subset \text{Int} (W),
\]
for some closed one-form $\theta$ on $M$. Such a $W$ is a Liouville domain with respect to the one-form $\lambda_\theta := \lambda - \pi^*\theta$,

and the standard symplectic form $\omega = d\lambda = d\lambda_\theta$. Its completion is naturally identified with $(T^*M, \lambda_\theta)$. Equivalently, such a $W$ can be obtained by starting from an arbitrary Tonelli Lagrangian $L \in C^\infty(TM)$ (that is, $L$ is superlinear and has positive fiberwise second differential) and by considering the set of phase space points whose energy does not exceed $\kappa$, where $\kappa$ is larger than the strict Mañé critical value $c_0(L)$ (see [PP97], [CIPP98], and Remark 10.1 below).

A standard homotopy argument could be used to prove that the Rabinowitz-Floer homology of $(W, \lambda_\theta)$ is isomorphic to the Rabinowitz-Floer homology of $(D^*M, \lambda)$, but again we wish to work at the chain level, and to find connections with the Morse theory of functionals from Lagrangian classical mechanics. The fact that the interior part of $W$ contains a Lagrangian graph implies that the flow of the Reeb vector field $R$ on $(\partial W, \lambda_\theta|_{\partial W})$ is equivalent, up to time reparametrizations, to a Finsler geodesic flow (see [CIPP98]). Therefore, one could adapt the proof of Theorem 1 to the Finsler energy functional. Instead, we prefer to compare the Rabinowitz-Floer complex of $(W, \lambda_\theta)$ to the Morse chain complex and differential complex of the free period Lagrangian action functional. We start by seeing $\partial W$ as the zero level set of a suitably quadratic Hamiltonian $H \in C^\infty(T^*M)$, whose fiberwise second differential is positive, and we consider its Fenchel dual Lagrangian $L \in C^\infty(TM)$, defined by

\[
L(q, v) := \max_{p \in T_q^*M} \left( (p, v) - H(q, p) \right).
\]

By using the Hamiltonian characterization of the Mañé critical value $c(L)$, which was discovered by Contreras, Iturriaga, G. P. Paternain, and M. Paternain in [CIPP98], we deduce that the Mañé critical value
\[
c(L - \theta) := \inf \left\{ \kappa \in \mathbb{R} \mid \int_0^T \left( L(\gamma, \gamma') - \theta(\gamma) [\gamma'] + \kappa \right) d\tau \geq 0, \forall \gamma : \mathbb{R}/T\mathbb{Z} \to M \text{ absolutely continuous, } \forall T > 0 \right\}
\]
is strictly negative. This fact implies that the free period Lagrangian action functional associated to the Lagrangian $L - \theta$, which, after the usual reparametrization on $T = \mathbb{R}/\mathbb{Z}$, takes the form

\[
S : W^{1,2}(T, M) \times [0, +\infty) \to \mathbb{R}, \quad S(q, T) := T \int_0^T (L - \theta)(q(t), q'(t)/T) dt,
\]
is positive and satisfies the Palais-Smale condition at every positive level, as shown by Contreras in [Con06] (see also [CIPP00]). We recall that \( (q, T) \) is a critical point of \( S \) if and only if \( \gamma(t) := q(Tt) \) is a \( T \)-periodic solution of the Euler-Lagrange equation associated to \( L - \vartheta \), which coincides with the Euler-Lagrange equation associated to \( L \), of zero energy. Therefore, the Legendre transform identifies \( (\gamma, \gamma') \) with a \( T \)-periodic orbit of the Hamiltonian vector field \( X_H \) on \( \partial W \), which by our choice of \( H \) coincides with the Reeb vector field \( R \).

The functional \( S \) is in general just \( C^{1,1} \) on the Hilbert manifold \( M := W^{1,2}(T, M) \times ]0, +\infty[ \), but under the usual Morse-Bott assumption we can build a smooth pseudo-gradient vector field for it, arguing as in [AS09]. The Morse chain complex and differential complex of such a pseudo-gradient vector field are denoted by

\[
M^k_{a,b}(S, s), \quad M^*_{a,b}(S, -s),
\]

where \( s \) is the auxiliary Morse function on \( \text{crit } S \), and their homology and cohomology are isomorphic to

\[
H_k M_{a,b}(S, s) \cong H_k(\Lambda M, M), \quad H^k M_{a,b}(S, -s) \cong H^k(\Lambda M \setminus M), \quad \forall k \in \mathbb{Z},
\]

where \( M \subset \Lambda M \) denotes the space of constant loops. The restriction of the functional \( S \) to the space \( M^0 \) of all \( (q, T) \in M \) with \( q \) contractible has critical points at infinity, in the sense of Bahri [Bah89]: The infimum of \( S|_{M^0} \) is zero, while the infimum of \( S|_{\Lambda M} \) over its critical set is positive, and the \( \omega \)-limit in \( M^0 \) of each point \((q, T) \in M^0 \) with

\[
S(q, T) < \min_{\text{crit } S|_{\Lambda M^0}} S,
\]

with respect to the negative (pseudo-)gradient flow of \( S \) is empty. Actually, if \( \sigma \mapsto (q(\sigma), T(\sigma)) \), \( \sigma \in [\sigma^-, \sigma^+] \), is the (maximal) orbit of such a point, then \( T(\sigma) \) converges to zero and \( q(\sigma) \) converges to some constant loop in \( W^{1,2} \), for \( \sigma \uparrow \sigma^+ \). These facts allow to consider the manifold \( M \) as the space of critical points at infinity of \( S \). If we take also these virtual critical points into account, we get an enlarged Morse chain complex and differential complex, that we denote by

\[
M_*(S, s), \quad M^*(S, -s),
\]

such that

\[
H_k M(S, s) \cong H_k(\Lambda M), \quad H^k M(S, -s) \cong H^k(\Lambda M), \quad \forall k \in \mathbb{Z}.
\]

These constructions allow us to recover a situation which is similar to the one leading to Theorem 1: We can define chain maps

\[
\Xi : M_*(S, s) \to RF_*(W, \lambda_\theta, a), \quad \Upsilon : RF_*(W, \lambda_\theta, a) \to M^{1-*}(S, -s),
\]

which are, respectively, injective and surjective, with left and right inverses \( \hat{\Xi} \) and \( \hat{\Upsilon} \). The definition of \( \Xi \) is based on counting solutions of the following mixed problem: Given a critical point \( w \) of \( S \) and a critical point \( z \) of \( \Lambda \), we consider the space of maps

\[
(u, \eta) : [0, +\infty[ \times T \to T^* M \times \mathbb{R}
\]

which solve the Rabinowitz-Floer equation (1), converge to \( z \) for \( s \to +\infty \), and are such that \( (\pi \circ u(0, \cdot), \eta(0)) \) is in the unstable manifold of \( w \) with respect to the negative pseudo-gradient flow of \( S \). The definition of \( \Upsilon \) is similar. The compactness of these spaces of maps and the existence of a left, respectively right, inverse for \( \Xi \), respectively \( \Upsilon \), are based on the following inequality,

\[
A(x, \eta) \leq S(\pi \circ x, \eta), \quad \forall x \in \Lambda T^* M, \forall \eta > 0,
\]

which is a straightforward consequence of Fenchel duality (see Lemma 12.1 below).
Again, the composition \( \Upsilon \circ \Xi \) is chain homotopic to zero by a chain homotopy \( Q : M_\ast(S, s) \to M^{-\ast}(S, -s) \), which can be used to modify \( \Xi \) within its chain homotopy class and to obtain the chain map
\[
\Omega := \Xi - \Upsilon Q \partial - \partial \Upsilon Q.
\]
Let \( RF^1 \) denote the chain complex obtained by considering only the critical points \( z \) of the Rabinowitz action functional \( A \) with action \( A(z) \) in the interval \( I \subset \mathbb{R} \). Then we have the following result, which can be seen as a generalized version of Theorem 1:

**Theorem 2** The chain maps \( \Xi \) and \( \Psi \) induce isomorphisms
\[
M_\ast^{0, +\infty}(S, s) \cong RF_\ast^{0, +\infty}(W, \lambda_\theta, a), \quad RF_\ast^{-\infty, \partial}(W, \lambda_\theta, a) \cong M_\ast^{-1, a}(S, -s),
\]
and, in particular,
\[
H_k RF^{0, +\infty}(W, \lambda_\theta, a) \cong H_k(\Lambda M, M), \quad H_k RF^{-\infty, \partial}(W, \lambda_\theta, a) \cong H^{1-k}(\Lambda M \setminus M), \quad \forall k \in \mathbb{Z}.
\]
The short sequence of chain maps
\[
0 \to M_\ast(S, s) \xrightarrow{\Omega} RF_\ast(W, \lambda_\theta, a) \xrightarrow{\Upsilon} M^{-\ast}(S, -s) \to 0
\]
is exact. After identifying Morse (co)homology with singular (co)homology by (8), the associated long exact sequence is
\[
\cdots \to H_k(\Lambda M) \xrightarrow{\Xi} H_k RF(W, \lambda_\theta, a) \xrightarrow{\Upsilon} H^{1-k}(\Lambda M) \xrightarrow{\Delta} H_{k-1}(\Lambda M) \to \cdots
\]
where the connecting homomorphism \( \Delta \) can be non-zero only in degree zero, where
\[
\Delta_\ast : H^0(\Lambda M) \to H_0(\Lambda M)
\]
vanishes on the components of \( \Lambda M \) containing non-contractible loops, and is the multiplication by the Euler number \( \chi(T^*M) \) on the component of \( \Lambda M \) consisting of contractible loops.

See Section 12 for more precise statements.

We conclude this introduction by discussing the question of the \( L^\infty \) estimates for the Rabinowitz-Floer equation (1). The inequalities (6) and (7), or more generally (9), play a fundamental role in our proofs. These inequalities require the Hamiltonian \( H \) to be the classical geodesic Hamiltonian (4) (up to an additive constant), or more generally to be the Fenchel dual of a Tonelli Lagrangian \( L \in C^\infty(TM) \). The critical points of the Rabinowitz action functional \( A \) are confined to the energy level \( H^{-1}(0) \), so Rabinowitz-Floer homology should not be very sensitive to the behavior of the Hamiltonian at infinity. Indeed, the uniform estimates for the second component of solutions \((u, \eta)\) of (1) (see Proposition 3.2 in [CFO09], or Proposition 2.2 below) use only the properties of \( H \) near its zero level. However, uniform estimates on \( u \) are based on the maximum principle. When the almost complex structures \( J_t \) are of contact type and the Hamiltonian \( H \) depends only on the second variable \( \rho \) outside a compact subset of the collar \( \partial W \times [1, +\infty] \), say \( H = h(\rho) \), the real valued function \( \rho := \rho \circ u \) satisfies the elliptic differential inequality
\[
\Delta \rho - \eta h''(\rho) \frac{\partial \rho}{\partial s} \geq \rho h'(\rho) \int_T H(u) \, dt
\]
outside a compact set. When the Hamiltonian \( H \) is eventually constant, that is constant outside a compact set, the right-hand side vanishes and the maximum principle immediately produces uniform estimates on \( \rho \), hence on \( u \). However, the fact that \( H \) takes also negative values implies that in general the right-hand side of (10) might not have a lower bound. For this reason, Cieliebak and Frauenfelder’s original definition of the Rabinowitz-Floer complex uses eventually constant Hamiltonians. By studying the differential inequality for \( \log \rho \), one can actually apply the maximum principle and obtain uniform estimates also when \( H \) is eventually linear in \( \rho \) (this
fact is used in [CFO09], but here we need to consider Hamiltonians which are quadratic in $\rho$. As we show in Section 2, uniform estimates for $u$ with such Hamiltonians - and actually for much more general ones - can be derived from the integral version of the maximum principle of A. D. Aleksandrov. We also need similar estimates in the case of domains with boundary, as the half-cylinders used in the constructions of the chain maps $\Phi$, $\Psi$, $\Xi$, and $\Upsilon$, or the finite cylinders used in the construction of the chain homotopies $P$ and $Q$. The estimates in these cases come from a version of the Aleksandrov maximum principle for solutions of elliptic inequalities satisfying Neumann boundary conditions on part of the boundary, that we prove in the Appendix A. Since these $L^\infty$ estimates may find other applications, we prove them at the beginning of the paper, in a more general setting than strictly needed here, for the completion of arbitrary Liouville domains.

We also discuss in a similar generality the energy estimates for solutions of the equation (1) when the Hamiltonian $H$ depends on $s$, an important issue when dealing with invariance properties of the Rabinowitz-Floer complex.
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1 The setting

Liouville domains. Let $(W, \lambda)$ be a 2n-dimensional Liouville domain. This means that $W$ is a compact connected 2n-dimensional manifold with boundary $\partial W$, that $\lambda$ is a one-form on $W$ (the Liouville form) such that $\omega := d\lambda$ is non-degenerate (hence it is a symplectic form), and that the Liouville vector field $Y$ defined by $\iota_Y \omega = \lambda$ is transverse to $\partial W$ and points in the outward direction. The last condition is equivalent to the fact that $\alpha := \lambda|_{\partial W}$ is a contact form on $\partial W$, whose associated $(2n-1)$-dimensional volume form $\alpha \wedge (d\alpha)^{n-1}$ induces the standard orientation of $\partial W$ as the boundary of $W$ ($W$ is endowed with the orientation induced by the symplectic form $\omega$).

The Reeb vector field $R$ is the nowhere vanishing vector field on $\partial W$ defined by $\iota_R d\alpha = 0$ and $\alpha(R) = 1$.

Notice that the flow $\phi^t_Y$ of $Y$ is defined for all $t \leq 0$, so it induces an embedding

$$j : \partial W \times [0, 1] \to W, \quad (x, \rho) \mapsto \phi^{\rho Y}_x(x),$$

such that $j^*\lambda = \rho \alpha$ and $j^*Y = \rho \partial/\partial \rho$, where $\rho$ denotes the coordinate on the second factor of $\partial W \times [0, 1]$. The completion of $W$ is the manifold

$$\hat{W} := W \cup_{\partial W} (\partial W \times [1, +\infty]).$$

The Liouville form $\lambda$, the Liouville vector field $Y$, and the symplectic form $\omega$ extend naturally on the completion by setting

$$\lambda|_{\partial W \times [1, +\infty]} = \rho \alpha, \quad Y|_{\partial W \times [1, +\infty]} = \rho \partial/\partial \rho, \quad \omega|_{\partial W \times [1, +\infty]} = d(\rho \alpha),$$

so that the identities $\omega = d\lambda$ and $\iota_Y \omega = \lambda$ hold on the whole $\hat{W}$. The open set $\partial W \times [0, +\infty[$, endowed with the restriction of $\omega$, is the symplectization of $\partial W$.

See [Sei08], [CF09], [May09], and [MS09] for many examples of Liouville domains. In this paper we are mainly interested in the following particular subdomains of a cotangent bundle.

Example 1: The cotangent disk bundle. Let $(M, g)$ be a closed Riemannian manifold, and let $g^*$ be the dual Riemannian form on the vector bundle $T^*M$. The cotangent bundle $T^*M$ carries the standard Liouville form $\lambda = p \, dq$, which can be characterized as the unique 1-form on
$T^*M$ such that for every 1-form $\theta$ on $M$, seen as a section of $T^*M$, there holds $\theta^*\lambda = \theta$. The restriction of $\lambda$ to the cotangent disk bundle

$$D^*M := \{(q, p) \in T^*M \mid g^*(p, p) \leq 1\}$$

defines a Liouville domain, whose boundary is the cotangent sphere bundle

$$S^*M := \{(q, p) \in T^*M \mid g^*(p, p) = 1\}.$$  

The map $$S^*M \times [0, +\infty[ \rightarrow T^*M, \quad ((q, p), \rho) \mapsto (q, \rho p)$$
extends to a diffeomorphism from the completion of $D^*M$ onto $T^*M$, which identifies the Liouville form of the completion of $D^*M$ with the standard Liouville form of $T^*M$.

**Example 2: Uniformly convex domains containing a Lagrangian graph.** The above example has the following generalization. Let $M$ be a closed manifold and let $W$ be a compact subset of $T^*M$, which has a smooth fiberwise uniformly convex boundary and contains a Lagrangian graph. The uniform convexity assumption means that $W$ can be represented as a closed sublevel of a smooth function on $T^*M$ whose fiberwise second differential is everywhere strictly positive. The assumption on the Lagrangian graph means that there exists a closed one-form $\theta$ on $M$ such that

$$\{(q, \theta(q)) \mid q \in M\} \subset \text{Int}(W).$$

If $\lambda$ is the standard Liouville form on $T^*M$, the set $W$ is a Liouville domain with respect to the one-form

$$\lambda_\theta := \lambda - \pi^*\theta,$$

where $\pi : T^*M \rightarrow M$ denotes the projection. Indeed, the fact that $\theta$ is closed implies that $d\lambda_\theta = d\lambda = \omega$. Moreover, in local cotangent coordinates $q_1, \ldots, q_n, p_1, \ldots, p_n$ the Liouville vector field $Y_\theta$ associated to $\lambda_\theta$ takes the form

$$Y_\theta(q, p) = \sum_{j=1}^n (p_j - \theta_j(q)) \frac{\partial}{\partial p_j}, \quad \text{where} \quad \theta(q) = \sum_{j=1}^n \theta_j(q) dq_j,$$

so the fact that for every $q \in M$ the set $W \cap T^*_qM$ is convex and its interior contains the covector $\theta(q)$ implies that $Y_\theta$ is transverse to $\partial W$. It would have been sufficient to assume that for each $q \in M$ the set $W \cap T^*_qM$ is starshaped with respect to $\theta(q)$. However, uniform convexity allows us to use the dual Lagrangian formulation, see Section 10.

The map

$$\partial W \times [0, +\infty[ \rightarrow T^*M, \quad ((q, p), \rho) \mapsto (q, \theta(q) + \rho(p - \theta(q)))$$

extends to a smooth diffeomorphism from the completion $\tilde{W}$ onto $T^*M$, which identifies the Liouville form of the completion to the one-form $\lambda_\theta$ on $T^*M$.

**The Rabinowitz action functional.** A smooth real function $H \in C^\infty(\tilde{W})$ defines a Hamiltonian vector field $X = X_H$ on $\tilde{W}$ by the identity $\iota_X \omega = -dH$. The level sets of $H$ are invariant with respect to the flow of $X$. We assume that 0 is a regular value of $H$ and we denote by $\Sigma$ the hypersurface

$$\Sigma = \left\{ w \in \tilde{W} \mid H(w) = 0 \right\},$$

that we assume to be non-empty. In the next sections, $\Sigma$ will be the boundary of $W$, but for now we do not make such an assumption.

Let $\Lambda \tilde{W}$ denote the space of smooth closed curves $x : \mathbb{T} \rightarrow \tilde{W}$, where $\mathbb{T} := \mathbb{R}/\mathbb{Z}$. The **Rabinowitz action functional** (see [Rab78]) is the following real valued function on $\Lambda \tilde{W} \times \mathbb{R}$:

$$\mathbb{A}(x, \eta) = \mathbb{A}_H(x, \eta) = \int_{\mathbb{T}} x^*(\lambda) - \eta \int_{\mathbb{T}} H(x(t)) \, dt.$$
The point \((x, \eta)\) is a critical point of \(A\) if and only if
\[
\begin{align*}
x'(t) &= \eta X(x(t)), \\
H(x(t)) &= 0,
\end{align*}
\]
for every \(t \in \mathbb{T}\). When \(\eta = 0\), the above equations are equivalent to the fact that \(x\) is a constant loop on \(\Sigma\). When \(\eta \neq 0\), the above equations are equivalent to the fact that the rescaled curve
\[
y : \mathbb{R} \to W, \quad y(s) := x(s/\eta),
\]
is a (necessarily non-constant) closed orbit of \(X\) on \(\Sigma\) of (not necessarily minimal) period \(|\eta|\). Therefore, the critical set of \(A\) consists of a copy of \(\Sigma\), on which \(A\) is identically zero, and for each non-constant closed Hamiltonian orbit \(y\) on \(\Sigma\) of minimal period \(T > 0\) and for each non-zero integer \(k\), of the following copy of \(T\),
\[
\{(y(\tau + kT\cdot), kT) \mid \tau \in \mathbb{T}\}.
\]
Assume that the hypersurface \(\Sigma\) is compact and that the Liouville vector field \(Y\) is transverse to \(\Sigma\), or equivalently that the one-form \(\alpha_\Sigma\) obtained by restricting \(\lambda\) to \(\Sigma\) is a contact form. If \((x, \eta)\) is a critical point of \(A\), then
\[
A(x, \eta) = \int_{\mathbb{T}} x^*(\lambda) = \int_{\mathbb{T}} \lambda(x)|\eta X(x)| dt = \eta \int_{\mathbb{T}} \omega(Y(x), X(x)) dt
\]
for each \(x \in \mathbb{T}\), depending on whether the orientation of \(x\) agrees with the orientation of \(y\) or not.

If we also assume that the Hamiltonian vector field \(X\) restricts to the Reeb vector field \(R_\Sigma\) of \((\Sigma, \alpha_\Sigma)\), we get the identity
\[
A(x, \eta) = \int_{\mathbb{T}} x^*(\lambda) = \int_{\mathbb{T}} \lambda(x)|\eta X(x)| dt = \eta \int_{\mathbb{T}} \alpha_\Sigma(x)[R_\Sigma(x)] dt
\]
so the value of the Rabinowitz action functional on a critical point \((x, \eta)\) with \(\eta \neq 0\) is plus or minus the period of the corresponding Reeb orbit \(y = x(\cdot/\eta)\), depending on whether the orientation of \(x\) agrees with the orientation of \(y\) or not.

**The negative gradient equation.** Let \(J_t, t \in \mathbb{T}\), be a loop of almost complex structures on \(\hat{W}\) which are \(\omega\)-compatible, meaning that \(\langle \cdot, \cdot \rangle_t := \omega(J_t \cdot, \cdot)\) is a loop of Riemannian metrics on \(\hat{W}\). The corresponding norm is denoted as
\[
|\xi|_t := \sqrt{\langle \xi, \xi \rangle_t} = \sqrt{\omega(J_t(w)\xi, \xi)}, \quad \forall \xi \in T_w \hat{W}, \forall w \in \hat{W}, \forall t \in \mathbb{T}.
\]
Here we are using a sign convention which is different from the one used in [CF09] and [CFO09] (and in most of the literature). The reason is that we prefer to see the negative gradient flow equation for \(A\) as a Cauchy-Riemann type equation, not the positive one. The loop of metrics \(\langle \cdot, \cdot \rangle_t\) induces the following \(L^2\) metric on \(\Lambda \hat{W}\):
\[
\langle \xi, \zeta \rangle_{L^2} := \int_{\mathbb{T}} \langle \xi(t), \zeta(t) \rangle_t dt,
\]
for every pair of section \(\xi, \zeta\) of \(x^*(T \hat{W})\), for every \(x \in \Lambda \hat{W}\). Then \(\Lambda \hat{W} \times \mathbb{R}\) is endowed with the product metric by the standard metric of \(\mathbb{R}\), and the gradient of \(A\) with respect to such a metric is
\[
\nabla A(x, \eta) = \left(J_t(x)(x' - X_H(x)), - \int_{\mathbb{T}} H(x(t)) dt \right).
\]
Therefore, the negative gradient equation for \( A \), i.e.
\[
v'(s) = -\nabla A(v(s)),
\]
with \( v = (u, \eta) : \mathbb{R} \to \Lambda \mathbb{W} \times \mathbb{R} \), is the following system of PDE’s:
\[
\frac{\partial u}{\partial s}(s,t) + J_t(u(s,t)) \left( \frac{\partial u}{\partial t}(s,t) - \eta X(u(s,t)) \right) = 0,
\]
\[
\frac{d\eta}{ds} = \int_T H(u(s,t)) \, dt,
\]
where \((s,t) \in \mathbb{R} \times T\). We shall refer to (1.3), or equivalently (1.4-1.5), as to the Rabinowitz-Floer equation.

2 \( L^\infty \) estimates

Cieliebak and Frauenfelder’s construction of Rabinowitz-Floer homology in [CF09] uses compactly supported Hamiltonian vector fields, or equivalently Hamiltonians \( H \) which are constant outside a compact set. In this case, the equation (1.4) reduces to the equation for \( J_t \)-holomorphic curves outside a compact set. If the almost complex structures \( J_t \) are of contact type outside a compact subset of \( \hat{W} \) (see the definition below), the maximum principle implies that no such curve can have inner tangencies to the foliation \( \{ \partial W \times \{ \rho \} \} \) for \( \rho \geq 1 \), for \( \rho \) large enough. Since one is interested only in solutions \( v = (u, \eta) \) of (1.4-1.5) such that \( u(s, \cdot) \) converges to some orbits in \( \partial W \times \{ 1 \} \) for \( s \to \pm \infty \), the component \( u \) is bounded in \( L^\infty \), and the compactness analysis in [CF09] reduces to finding bounds for the second component of the solutions \( v = (u, \eta) \) of (1.4-1.5).

The class of admissible Hamiltonians was enlarged in [CFO09], admitting also Hamiltonians \( H \) which are (non-decreasing) linear functions of \( \rho \) outside from a compact set. Since we wish to be able to consider also geodesic Hamiltonians on cotangent bundles, we need to consider also Hamiltonians which are (non-decreasing) quadratic functions of \( \rho \). Actually, we shall prove an \( L^\infty \) bound on \( u \) for a larger class of Hamiltonians, including, for instance, all Hamiltonians which, outside of a compact set, are non-decreasing convex functions of \( \rho \) growing at most polynomially.

Estimates on \( \eta \). We start by recalling some results from [CF09] which do not require any growth assumption at infinity on \( H \), and just depend on the fact that the Liouville vector field \( Y \) is transverse to the compact hypersurface \( \Sigma = H^{-1}(0) \). The following result is proved in [CF09], Proposition 3.2.

Lemma 2.1 Let \( H \) be a smooth Hamiltonian on \( \hat{W} \), and assume that \( \epsilon_0 > 0 \) is such that the set
\[
V_{\epsilon_0} := \left\{ w \in \hat{W} \mid |H(w)| \leq \epsilon_0 \right\}
\]
is compact, and
\[
\lambda(X) - H \geq \theta \quad \text{on} \ V_{\epsilon_0},
\]
for some number \( \theta > 0 \). Then for every \( 0 < \epsilon \leq \epsilon_0 \) there exists \( \delta = \delta(\epsilon) > 0 \) such that if \( ||\nabla A(x, \eta)|| \leq \delta \) then \( x(T) \subset V_{\epsilon} \), and
\[
|\eta| \leq \frac{1}{\theta} (|A(x, \eta)| + \kappa_0 ||\nabla A(x, \eta)||), \quad \text{where} \ \kappa_0 = \max_{\text{tends}} \frac{|Y(w)|}{|H(w)|},
\]
More precisely, one can take \( \delta \) to be
\[
\delta = \frac{\epsilon}{2 \max \{ 1, \kappa_1 \}}, \quad \text{where} \ \kappa_1 := \max_{\text{tends}} \frac{|\nabla H(w)|}{|H(w)|}.
\]
If we assume that 0 is a regular value of $H$, that $\Sigma = H^{-1}(0)$ is compact, that the Liouville vector field $Y$ is transverse to the hypersurface $\Sigma$ with $dH[Y] > 0$, and that the infimum of $H$ on the complement of some compact set is positive, then the assumptions of the above lemma hold, because of the identity
\[
\lambda(X) - H - \omega(Y, X) - 0 = dH[Y] \quad \text{on } \Sigma.
\]

In order to establish invariance properties of the Rabinowitz-Floer complex, one needs to consider smooth families $\{H_s\}_{s \in \mathbb{R}}$ of Hamiltonians on $\hat{W}$, and correspondingly the system of PDEs:
\[
\frac{\partial u}{\partial s} + J_t(u) \left( \frac{\partial u}{\partial t} - \eta X_{H_s}(u) \right) = 0, \quad \text{(2.1)}
\]
\[
\frac{d\eta}{ds} = \int_{\Sigma} H_s(u) \, dt. \quad \text{(2.2)}
\]

For this reason, the next results are stated for $s$-dependent Hamiltonians. We shall assume that $H_s$ does not depend on $s$ on $(-\infty, 0]$ and on $[1, +\infty]$, that is
\[
H_s = H_0, \quad \forall s \leq 0 \quad H_s = H_1, \quad \forall s \geq 1. \quad \text{(2.3)}
\]

A first consequence of Lemma 2.1 is the following uniform estimate on $\eta$ (a simple variant of Corollary 3.5 in [CF09], the difference being that here $H$ need not be bounded from above):

**Proposition 2.2** Assume that $\{H_s\}_{s \in \mathbb{R}}$ is a smooth family of Hamiltonians on $\hat{W}$ which satisfies (2.3) and such that:

(a) There is a number $\mu > 0$ such that $H_s(w) \geq -\mu$, for every $s \in \mathbb{R}$ and $w \in \hat{W}$.

(b) There is a number $\epsilon_0 > 0$ such that the set
\[
V_{\epsilon_0} := \left\{ (s, w) \in [0, 1] \times \hat{W} \mid |H_s(w)| \leq \epsilon_0 \right\}
\]
is compact, and there is a positive number $\theta > 0$ such that
\[
\lambda(X_{H_s}(w)) - H_s(w) \geq \theta, \quad \forall (s, w) \in V_{\epsilon_0}.
\]

Then for every pair of numbers $A, E$ there exists a constant $c = c(A, E)$ such that if $v = (u, \eta)$ is a solution of (2.1-2.2) with
\[
\sup_{s \in \mathbb{R}} |\delta_{H_s}(v(s))| \leq A, \quad \text{(2.4)}
\]
\[
\int_{-\infty}^{+\infty} \|\nabla \delta_{H_s}(v(s))\|^2 \, ds \leq E, \quad \text{(2.5)}
\]
then $|\eta(s)| \leq c$ for every $s \in \mathbb{R}$.

**Proof.** By the assumption (b), the hypotheses of Lemma 2.1 are uniformly fulfilled, so if $\delta_0 = \delta(\epsilon_0)$ is the number provided by this lemma, there exists a number $c'(A)$ such that $|\eta(s)| \leq c'(A)$ when $\|\nabla \delta_{H_s}(v(s))\| \leq \delta_0$. Let $I$ be a maximal interval on which $\|\nabla \delta_{H_s}(v(s))\| > \delta_0$. By (2.5), $I = [a, b]$ with $b - a \leq E/\delta_0^2$. By maximality and continuity, $\|\nabla \delta_{H_s}(v(s))\| = \delta_0$ for $s = a$ and $s = b$, so
\[
|\eta(a)| \leq c'(A), \quad |\eta(b)| \leq c'(A).
\]

By (2.2), and assumption (a),
\[
\eta'(s) = \int_{T} H_s(u(s, t)) \, dt \geq -\mu.
\]
If $s \in I$, then

\[
\eta(s) = \eta(a) + \int_a^s \eta'(\sigma) \, d\sigma \geq -c'(A) - (b-a)\mu, \quad (2.6)
\]
\[
\eta(s) = \eta(b) - \int_s^b \eta'(\sigma) \, d\sigma \leq c'(A) + (b-a)\mu. \quad (2.7)
\]

Therefore, the thesis holds with $c(A, E) = c'(A) + \mu E / \delta_0^2$. \qed

**Remark 2.3** Let us consider solutions $v = (u, \eta)$ of (2.1-2.2) on the half-line $\mathbb{R}^+ := [0, +\infty[$. Then (2.6) shows that the conclusion of the above proposition remains true if we have an a priori lower bound on $\eta(0)$. Analogously, by (2.7), the statement for solutions on the half-line $\mathbb{R}^- := ]-\infty, 0[$ holds if we have an a priori upper bound on $\eta(0)$.

**Estimates on $u$.** In order to get uniform estimates on the first component of a solution $(u, \eta)$ of (2.1-2.2), it is useful to assume that the loop of $\omega$-compatible almost complex structures $J_t$ is of contact type outside a compact set, meaning that it satisfies the equation

\[
d\rho \circ J_t = \lambda \quad \text{on } \partial W \times [\rho_0, +\infty[,
\]

for every $t \in \mathbb{T}$, for some positive number $\rho_0$. Together with the $\omega$-compatibility, this is equivalent to the fact that the symplectic splitting of $T_{x,\rho}(\partial W \times ]0, +\infty[)$ into ker $\alpha$ and $\mathbb{R}R \oplus \mathbb{R}Y$ is $J_t$-invariant, that the restriction of $J_t$ to the first component is compatible to $\omega|_{\ker \alpha}$, and that

\[
J_t R = Y, \quad J_t Y = -R.
\]

For every $t \in \mathbb{T}$, the vectors $R$ and $Y$ are $\langle \cdot, \cdot \rangle_{t}$-orthogonal at $(x, \rho) \in \partial W \times ]0, +\infty[,$ and have norm $\sqrt{\rho}$:

\[
g_t(R, Y) = 0, \quad |R(x, \rho)|^2 = |Y(x, \rho)|^2 = \rho. \quad (2.9)
\]

It is also useful to assume that the Hamiltonians $H_s$ are radial outside a compact set, meaning that

\[
H_s(x, \rho) = h(s, \rho) \quad \text{on } \partial W \times [\rho_0, +\infty[,
\]

where $h : \mathbb{R} \times [\rho_0, +\infty[ \to \mathbb{R}$ is a smooth function. With this choice, the Hamiltonian vector field $X_{H_s}$ has the form

\[
X_{H_s}(x, \rho) = \frac{\partial h}{\partial \rho}(s, \rho) R(x), \quad \forall (x, \rho) \in \partial W \times [\rho_0, +\infty[. \quad (2.11)
\]

The following result is based on a standard computation (see [Sei08], or Lemma 4.1 in [CFO09]):

**Lemma 2.4** Assume that $J_t$ is of contact type on $\partial W \times [\rho_0, +\infty[$ and that the smooth family of Hamiltonians $(H_s)_{s \in \mathbb{R}}$ satisfies (2.10). Let $(u, \eta)$ be a solution of (2.1-2.2), and consider the real function $\rho(s, t) := \rho \circ u(s, t)$, for every $(s, t)$ in the open subset $u^{-1}(\partial W \times ]\rho_0, +\infty[)$ of $\mathbb{R} \times \mathbb{T}$. Then

\[
\Delta \rho = \left| \frac{\partial u}{\partial s} \right|^2_t + \eta \rho \frac{\partial^2 h}{\partial s^2} \frac{\partial \rho}{\partial s} + \rho \frac{\partial h}{\partial \rho} \int_\mathbb{T} H_s(u) \, dt + \eta \rho \frac{\partial^2 h}{\partial s \partial \rho}, \quad (2.12)
\]

and

\[
|\nabla \rho|^2 \leq \rho \left| \frac{\partial u}{\partial s} \right|^2_t, \quad (2.13)
\]

for every $(s, t) \in u^{-1}(\partial W \times ]\rho_0, +\infty[)$.
Therefore, by the vectors \( R \) and (2.15) and the fact that 
\[
\frac{\partial u}{\partial s} \text{= 1} 
\]
which proves (2.13).

By differentiating once more, using (1.5), we find
\[
\frac{\partial \rho}{\partial t} \partial_{u} \partial s \text{,} \partial_{u} \frac{\partial u}{\partial s} \partial_{s} \partial_{t} \partial_{u} \partial s \partial_{t} 
\]
By equations (1.4), (2.9), and (2.11), the \( \langle \cdot, \cdot \rangle \)-compatibility of 
\[
\text{and } Y \text{ is obviously} 
\]
we can estimate the norm \( \partial u/\partial s \) from below by the norm of its projection onto the plane spanned by the vectors \( R \) and \( Y \), obtaining
\[
\left| \frac{\partial u}{\partial s} \right|_{t}^{2} \geq \frac{1}{\rho} \frac{\partial \rho}{\partial t} \left| R \right|_{t}^{2} + \frac{1}{\rho} \frac{\partial \rho}{\partial s} \left| Y \right|_{t}^{2} = \frac{1}{\rho^{2}} \left| \frac{\partial \rho}{\partial t} \right|^{2} \left| R \right|_{t}^{2} + \frac{1}{\rho} \left| \frac{\partial \rho}{\partial s} \right|^{2} \left| Y \right|_{t}^{2} = \frac{1}{\rho} (\nabla \rho)^{2},
\]
which proves (2.13). \( \square \)

Our first new observation is the following a priori estimate for the \( u \)-part of a solution \((u, \eta)\) of (2.1-2.2):
Proposition 2.5 Assume that $J_1$ is of contact type on $\partial W \times [\rho_0, +\infty]$, that the smooth family of Hamiltonians $\{H_s\}_{s \in \mathbb{R}}$ satisfies (2.3),
\[
\lambda(X_{H_s}(w)) - H_s(w) \geq \theta, \quad \forall w \in \hat{W} \text{ such that } H_s(w) = 0, \forall s \in \mathbb{R},
\]
for some $\theta > 0$, and
\[
H_s(x, \rho) = h(s, \rho), \quad \forall (x, \rho) \in \partial W \times [\rho_0, +\infty], \quad \forall s \in \mathbb{R},
\]
where the smooth function $h : \mathbb{R} \times [\rho_0, +\infty] \to \mathbb{R}$ satisfies the conditions:
\begin{enumerate}
\item[(a)] $\frac{\partial h}{\partial \rho}(s, \rho) \geq 0$,
\item[(b)] $h(s, \rho) \geq \rho/\kappa$,
\item[(c)] $\left| \frac{\partial^2 h}{\partial \rho^2}(s, \rho) \right| \leq \kappa \rho^\gamma$, $\left| \frac{\partial^2 h}{\partial s \partial \rho}(s, \rho) \right| \leq \kappa \rho^\gamma$,
\end{enumerate}
for every $(s, \rho) \in [\rho_0, +\infty] \times \mathbb{R}$, for some constants $\kappa > 0$, $\gamma > 0$. Then for every pair of numbers $A, E$ there exists a compact set $K = K(A, E) \subset \hat{W}$ such that for every solution $u = (u, \eta)$ of (2.1-2.2) such that
\[
\sup_{s \in \mathbb{R}} |\mathcal{A}_{H_s}(v(s))| \leq A,
\]
\[
\int_{-\infty}^{+\infty} \|\nabla \mathcal{A}_{H_s}(v(s))\|^2 ds \leq E,
\]
$u(s, t)$ belongs to $K$ for every $(s, t) \in \mathbb{R} \times \mathbb{T}$.

Proof. Since $W$ is compact, it is enough to find a uniform upper bound for the function $\rho := \rho \circ u$ on the open subset $u^{-1}(\partial W \times [\rho_0, +\infty])$ of $\mathbb{R} \times \mathbb{T}$.

By (2.3), (2.16), and the assumption (b), the assumptions of Proposition 2.2 are fulfilled (possibly with a smaller $\theta > 0$). Up to the choice of a larger $\rho_0$, we may assume that the compact set $V_{\rho_0}$ appearing in that proposition is disjoint from $[0, 1] \times (\partial W \times [\rho_0, +\infty])$.

By Lemma 2.1, there is a number $\delta_0 = \delta(t_0) > 0$ such that $(s, u(s, t))$ is in the compact set $V_{\rho_0}$, for every $s$ such that $\|\nabla \mathcal{A}_{H_s}(v(s))\| \leq \delta_0$ and every $t \in \mathbb{T}$. By our assumption on $\rho_0$, $\rho(s, t) \leq \rho_0$ for every such $s$ and every $t \in \mathbb{T}$.

The length of any interval $I \subset \mathbb{R}$ on which $\|\nabla \mathcal{A}_{H_s}(v(s))\| \geq \delta_0$ is not larger than $E/\delta_0^2$. Therefore, every connected component $\Omega$ of $u^{-1}(\partial W \times [\rho_0, +\infty])$ is contained in $I \times \mathbb{T}$, for some interval $I$ of length not exceeding $E/\delta_0^2$. It is enough to find a uniform upper bound for $\rho$ on $\Omega$.

By the identity (2.12) of Lemma 2.4, the function $\rho$ satisfies the elliptic differential inequality
\[
\Delta \rho + b \frac{\partial \rho}{\partial s} \geq f \quad \text{on } \Omega,
\]
where
\[
b(s, t) := -\eta(s)\rho(s, t) \frac{\partial^2 h}{\partial \rho^2}(s, \rho(s, t)), \quad f := f_1 + f_2,
\]
\[
f_1(s, t) := \rho(s, t) \frac{\partial h}{\partial \rho}(s, \rho(s, t)) \int_\mathbb{T} H_s(u(s, t)) d\tau, \quad f_2(s, t) := \eta(s)\rho(s, t) \frac{\partial^2 h}{\partial s \partial \rho}(s, \rho(s, t)).
\]

Therefore, the Aleksandrov integral version of the weak maximum principle (see e.g. Theorem 9.1 in [GT83]) implies that
\[
\sup_{\Omega} \rho \leq \sup_{\partial \Omega} \rho + C \|f^-\|_{L^2(\Omega)} = \rho_0 + C \|f^-\|_{L^2(\Omega)},
\]
where \( f^- \) denotes the negative part of the function \( f \) and \( C \) depends on the diameter of \( \Omega \) and on the \( L^2 \) norm of the coefficient \( b \) on \( \Omega \). Actually, Theorem 9.1 in [GT83] is stated for domains in \( \mathbb{R}^n \), but the case of domains in the cylinder \( \mathbb{R} \times \mathbb{T} \) is easily deduced, by considering the conformal change of variables \( (s, t) \mapsto e^{2\pi(s+it)} \in \mathbb{C} \cong \mathbb{R}^2 \). See the discussion at the beginning of the Appendix A.

Since \( \Omega \) is contained in \( I \times \mathbb{T} \) and the interval \( I \) has length at most \( E/\delta_0^2 \), the diameter of \( \Omega \) is uniformly bounded, and it is enough to find a uniform bound for the \( L^2 \) norm of \( f^- \) and \( b \) on \( \Omega \).

By Proposition 2.2, equation (2.2), and the fact that \( H_s \geq -\mu \), we find

\[
2c(A, E) \geq \eta(\sup I) - \eta(\inf I) = \int_I \eta'(s) \, ds = \int_I \int_{\mathbb{T}} H_s(u(s, t)) \, dt \, ds
\]

\[
= \int_{(I \times \mathbb{T}) \setminus \Omega} H_s(u(s, t)) \, dsdt + \int_\Omega h(s, \rho(s, t)) \, dsdt \geq -\mu |I \times \mathbb{T}| + \int_\Omega h(s, \rho(s, t)) \, dsdt
\]

\[
\geq -\frac{E}{\delta_0^2} + \int_\Omega h(s, \rho(s, t)) \, dsdt.
\]

Therefore, the integral of \( h(s, \rho(s, t)) \) over \( \Omega \) has a uniform upper bound, and by the assumption (b) we get a uniform bound for the \( L^1 \) norm of \( \rho \) on \( \Omega \),

\[
\|\rho\|_{L^1(\Omega)} \leq d,
\]

(2.17)

for some number \( d = d(A, E) \). By the inequality (2.13) of Lemma 2.4,

\[
|\nabla \rho|^2 \leq \rho \left| \frac{\partial u}{\partial s} \right|^2 t \quad \text{on } \Omega.
\]

(2.18)

We claim that (2.17), (2.18), and the energy estimate

\[
\int_{\mathbb{R} \times \mathbb{T}} \left| \frac{\partial u}{\partial s} \right|^2 t \, dsdt \leq \int_{-\infty}^{+\infty} \|\nabla \mathcal{K}_H(v(s))\|^2 ds \leq E,
\]

(2.19)

imply that for every \( p < +\infty \) the \( L^p \) norm of \( \rho \) on \( \Omega \) is uniformly bounded.

In order to prove this fact, we choose a cut-off function \( \chi \in C^\infty(\mathbb{R}) \) such that

\[
\chi(\sigma) = \sigma \quad \forall \sigma \geq \rho_0 + 3,
\]

\[
\chi(\sigma) = \rho_0 + 2 \quad \forall \sigma \leq \rho_0 + 1
\]

\[
\chi(\sigma) \geq \sigma \geq 0 \quad \forall \sigma \leq 1
\]

Then the function

\[
\tilde{\rho}(s, t) := \begin{cases} \chi(\rho(s, t)) & \text{if } (s, t) \in \Omega, \\ \rho_0 + 2 & \text{if } (s, t) \in (I \times \mathbb{T}) \setminus \Omega, \end{cases}
\]

is smooth on the whole \( I \times \mathbb{T} \), and its \( L^p \) norm on \( I \times \mathbb{T} \) is uniformly bounded if and only if the \( L^p \) norm of \( \rho \) on \( \Omega \) is uniformly bounded. Moreover, by (2.18), the inequality

\[
|\nabla \tilde{\rho}|^2 = \chi'(\rho)^2 |\nabla \rho|^2 \leq \rho \left| \frac{\partial u}{\partial s} \right|^2 t \leq \tilde{\rho} \left| \frac{\partial u}{\partial s} \right|^2 t
\]

(2.20)

holds on \( \Omega \). Since it trivially holds also on \( (I \times \mathbb{T}) \setminus \Omega \), because \( \nabla \tilde{\rho} = 0 \) there, we conclude that (2.20) holds on the whole \( I \times \mathbb{T} \). Then, (2.20), (2.19), and the Hölder inequality imply that for every \( q \in [1, +\infty[ \),

\[
\|\nabla \tilde{\rho}\|_{L^{2q/(q+1)}(I \times \mathbb{T})}^2 \leq \|\tilde{\rho}\|_{L^q(I \times \mathbb{T})} \left| \frac{\partial u}{\partial s} \right|^2 t \leq E \|\tilde{\rho}\|_{L^q(I \times \mathbb{T})}.
\]

Together with the continuity of the Sobolev embedding \( W^{1,2q/(q+1)}(I \times \mathbb{T}) \hookrightarrow L^{2q}(I \times \mathbb{T}) \), we deduce that \( \|\tilde{\rho}\|_{L^q(I \times \mathbb{T})} \) has an upper bound in terms of \( \|\tilde{\rho}\|_{L^q(I \times \mathbb{T})} \) (here we are using the fact
that \( I \times \mathbb{T} \) is a regular domain and that the length of \( I \) is uniformly bounded. By (2.17), \( \|\tilde{\rho}\|_{L^1(I \times \mathbb{T})} \) is uniformly bounded, so by bootstrap we conclude that \( \|\tilde{\rho}\|_{L^p(I \times \mathbb{T})} \) uniformly bounded for every \( p < +\infty \). Hence, the same is true for \( \|\rho\|_{L^p(\Omega)} \), as claimed.

Since \( H_\tau \geq -\mu \) and \( \partial h/\partial \rho \geq 0 \), it holds

\[
 f^-_1 \leq \mu \rho \frac{\partial h}{\partial \rho} (s, \rho),
\]

(2.21)

Moreover, using again the bound on \( \eta \) proved in Proposition 2.2,

\[
 |f_2| \leq c(A, E) \rho \left| \frac{\partial^2 h}{\partial s \partial \rho} (s, \rho) \right|
\]

(2.22)

By (2.21) and (2.22), we have the following upper bound on the negative part of \( f \):

\[
 (f^-)^2 \leq (f^-_1 + f^-_2)^2 \leq 2(f^-_1)^2 + 2|f_2|^2 \leq 2\mu^2 \rho^2 \left| \frac{\partial h}{\partial \rho} \right|^2 + 2c(A, E)^2 \rho^2 \left| \frac{\partial^2 h}{\partial s \partial \rho} \right|^2.
\]

By the assumption (c), the latter quantity is bounded from above by \( \kappa' \rho^p \), for \( \kappa' \) and \( p \) large enough. Therefore, the fact that the \( L^p \) norm of \( \rho \) on \( \Omega \) has a uniform upper bound implies that the same is true for the \( L^2 \) norm of \( f^- \) on \( \Omega \). Similarly,

\[
 |b|^2 \leq c(A, E)^2 \rho^2 \left| \frac{\partial^2 h}{\partial s \partial \rho} \right|^2,
\]

so the assumption (c) guarantees that also the \( L^2 \) norm of \( b \) on \( \Omega \) has a uniform upper bound. This concludes the proof. \( \square \)

The assumption (b) requires \( h(s, \rho) \) to grow at least linearly in \( \rho \). However, the conclusion of the above proposition holds also if we replace the assumptions (b) and (c) by the assumptions:

\[\begin{align*}
(b') & \quad \inf \{ h(s, \rho) \mid \rho \geq \rho_0, \ s \in \mathbb{R} \} > 0, \\
(c') & \quad |\frac{\partial h}{\partial \rho}|^2 \leq \kappa(h+1), \ \rho^2 |\frac{\partial^2 h}{\partial \rho^2}|^2 \leq \kappa(h+1), \ \text{and} \ |\frac{\partial^2 h}{\partial s \partial \rho}|^2 \leq \kappa(h+1).
\end{align*}\]

In the \( s \)-independent case, the conditions (a), (b'), and (c') are fulfilled, for instance, by any \( h = h(\rho) \) which is a polynomial of degree at most two with positive leading coefficient.

The proof is actually simpler, because one does not need to find bounds for the \( L^p \) norm of \( \rho \). One uses the function \( r := \log \rho \) on \( \Omega \), which by (2.12) and (2.13) satisfies the elliptic differential inequality

\[
 \Delta r = \frac{1}{\rho^2} \Delta \rho - \frac{1}{\rho^2} |\nabla \rho|^2 = \frac{1}{\rho} \left| \frac{\partial u}{\partial s} \right|^2 + \eta \frac{\partial^2 h}{\partial \rho^2} \frac{\partial \rho}{\partial s} + \frac{\partial h}{\partial \rho} \int_{T} H_s(u) \, dt + \eta \frac{\partial \rho}{\partial s} \frac{\partial^2 h}{\partial s \partial \rho} - \frac{1}{\rho^2} |\nabla \rho|^2
\]

(2.23)

\[
 \geq \eta \rho \frac{\partial^2 h}{\partial \rho^2} \frac{\partial r}{\partial s} + \frac{\partial h}{\partial \rho} \int_{T} H_s(u) \, dt + \eta \frac{\partial^2 h}{\partial s \partial \rho}.
\]

The upper bound on the integral of \( h(s, \rho) \) and the assumptions (a), (b'), (c') immediately imply the \( L^2 \) bounds needed in order to apply the Aleksandrov maximum principle to the function \( r \). This proves the following:

**Proposition 2.6** The same conclusion of Proposition 2.5 holds, if one replaces the assumptions (b) and (c) by the assumptions (b') and (c') above.

Conditions (a), (b'), and (c') are satisfied by the natural homotopies which join a constant \( h(0, \cdot) \) to a linear, or to a quadratic \( h(1, \cdot) \). Notice, however, that in the latter case the action and energy estimates - which here are taken as hypotheses - may be delicate to achieve, see Lemma 2.11 below.
Estimates for solutions on half-lines. Our definition of the homomorphisms between the Morse chain complex and differential complex of the geodesic energy functional and the Rabinowitz-Floer chain complex is based on the study of spaces of solutions \( v = (u, \eta) \) of the Rabinowitz-Floer equation (1.3) on the half-lines \( \mathbb{R}^+ = [0, +\infty[ \) and \( \mathbb{R}^− = ]−\infty, 0] \), with suitable boundary conditions at \( s = 0 \). The required estimate on \( \eta \) was discussed in Remark 2.3. The aim of this section is to prove an \( L^\infty \) estimate on \( u \) in this situation. We need such an estimate only in the case of Hamiltonians which do not depend on \( s \), but it does no harm to state it under the more general assumptions of Propositions 2.5 and 2.6:

**Proposition 2.7** Assume that \( J_0 \) is of contact type on \( \partial W \times [\rho_0, +\infty[ \), and that the smooth family of Hamiltonians \( \{H_s\}_{s \geq 0} \) satisfies the assumptions of Proposition 2.5 or of Proposition 2.6. Then for every triplet of positive numbers \( A, E, \nu \), there exists a compact set \( K = K(A, E, \nu) \subset \hat{W} \) such that for every solution \( v = (u, \eta) \) of (2.1-2.2) on the half-line \( \mathbb{R}^+ \) such that

\[
\sup_{s \geq 0} |\mathcal{A}_{H_s}(v(s))| \leq A, \tag{2.24}
\]

\[
\int_0^{+\infty} \|\nabla \mathcal{A}_{H_s}(v(s))\|^2 \, ds \leq E, \tag{2.25}
\]

\[
\alpha \left( \frac{\partial u}{\partial t}(0, t) - \eta(0) X_{H_0}(u(0, t)) \right) \leq \nu, \quad \forall t \in \mathbb{T} \text{ such that } u(0,t) \in \partial W \times [\rho_0, +\infty[. \tag{2.26}
\]

\[
\eta(0) \geq -\nu, \tag{2.27}
\]

\( u(s, t) \) belongs to \( K \) for every \( (s, t) \in \mathbb{R} \times \mathbb{T} \).

The proof of the above proposition is based on the following version of the Aleksandrov weak maximum principle for boundary conditions of mixed Dirichlet-Neumann type:

**Theorem 2.8** Let \( \Omega \) be a bounded open subset of the half-cylinder \( [0, +\infty[ \times \mathbb{T} \) and consider the following partition \( \{\Sigma, \Sigma'\} \) of \( \partial \Omega \):

\[
\Sigma := \partial \Omega \setminus \{(0) \times \mathbb{T}\}, \quad \Sigma' := \partial \Omega \setminus \Sigma.
\]

Then for every \( b \in L^2(\Omega, \mathbb{R}^2) \) there exists a number \( C \) depending only on the diameter of \( \Omega \) and on \( ||b||_{L^2(\Omega)} \) such that for every \( f \in L^1_{\text{loc}}(\Omega) \) and every \( u \in C^2(\Omega) \cap C^1(\overline{\Omega}) \) which satisfies

\[
\Delta u + b \cdot \nabla u \geq f \quad \text{in } \Omega,
\]

\[
\frac{\partial u}{\partial s} \geq 0 \quad \text{on } \Sigma',
\]

there holds

\[
\sup_{\Omega} u \leq \sup_{\Sigma} u + C \|f^-\|_{L^2(\Omega)},
\]

where \( f^- \) denotes the negative part of \( f \).

Notice that if \( (s, t) \in \Sigma' \), then \( s = 0 \) and there exists \( \epsilon > 0 \) such that the segment \( ]0, \epsilon[ \times \{t\} \) is contained in \( \Omega \). In particular, any \( u \in C^1(\overline{\Omega}) \) has a well defined partial derivative \( \partial u/\partial s \) at such a point \( (0, t) \). The above theorem is probably known, but since we could not find an appropriate reference, we prove it in the Appendix A.

**Proof.** [of Proposition 2.7] By the lower bound (2.27) on \( \eta(0) \), we deduce that \( |\eta| \) is uniformly bounded, see Remark 2.3. Arguing as in the proof of Proposition 2.5, we find that, up to the choice of a larger \( \rho_0 \), each connected component \( \Omega \) of the set \( u^{-1}(\partial W \times [\rho_0, +\infty[) \) is contained in \( I \times \mathbb{T} \), for some interval \( I \subset \mathbb{R}^+ \) of length not exceeding the number \( E/\delta_0^2 \). When the infimum of \( I \) is positive, one can proceed as in the proof of Proposition 2.5 and find a uniform bound for \( \rho = \rho \circ u \) on \( \Omega \), by the classical Aleksandrov maximum principle, or as in the proof of Proposition 2.6, using the function \( r := \log \rho \).
Therefore, we just have to consider the case $I = [0, S]$, for some $0 < S \leq E/\delta^2$. It is convenient to work with the function $r := \log \rho$ on $\Omega$, which by (2.23) satisfies the elliptic differential inequality
\[
\Delta r + b \frac{\partial r}{\partial s} \geq f \quad \text{on } \Omega,
\] (2.28)
where
\[
b := -\eta \frac{\partial^2 h}{\partial \rho^2}, \quad f := \frac{\partial h}{\partial \rho} \int_0^t H_s(u) \, dt + \eta \frac{\partial^2 h}{\partial s \partial \rho}.
\]
The proof of Proposition 2.5 or 2.6 shows that $b$ and $f^-$ have uniformly bounded $L^2$ norm on $\Omega$.

If we set
\[
\Sigma := \partial \Omega \setminus \{(0) \times T\}, \quad \Sigma' := \partial \Omega \setminus \Sigma,
\]
by definition of $\Omega$ we get that $r = \log \rho_0$ on $\Sigma$.

By the equations (2.14), (2.11), and by the assumption (2.26), for every $(0, t) \in \Sigma'$, we have the estimate
\[
\frac{\partial r}{\partial s}(0, t) = \frac{1}{\rho(0, t)} \frac{\partial \rho}{\partial s}(0, t) = -\alpha \left( \frac{\partial u}{\partial t}(0, t) - \eta(0)X_{H_0}(u(0, t)) \right) \geq -\nu.
\]
Therefore, the function
\[
w(s, t) := r(s, t) + \nu s,
\]
satisfies
\[
\frac{\partial w}{\partial s}(0, t) \geq 0, \quad \forall (0, t) \in \Sigma',
\]
and by (2.28),
\[
\Delta w + b \frac{\partial w}{\partial s} \geq f + \nu b.
\]
By applying Theorem 2.8 to the function $w$, we obtain
\[
\sup_{\Omega} w \leq \sup_{\Sigma} w + C\|f + \nu b\|_{L^2(\Omega)} \leq \log \rho_0 + \nu S + C\|f + \nu b\|_{L^2(\Omega)},
\]
where the number $C$ depends on $S$ and on $\|b\|_{L^2(\Omega)}$, and both these quantities are uniformly bounded. Since
\[
(f + \nu b)^- \leq f^- + \nu |b|,
\]
we conclude that $w$, and hence $r$, has a uniform upper bound on $\Omega$. \qed

**Remark 2.9** The analogous statement for solutions on the half-line $\mathbb{R}^-$ requires the bounds (2.26) and (2.27) in the hypotheses to be replaced by
\[
\alpha \left( \frac{\partial u}{\partial t}(0, t) - \eta(0)X_{H_0}(u(0, t)) \right) \geq -\nu, \quad \forall t \in \mathbb{T} \text{ such that } u(0, t) \in \partial W \times [\rho_0, +\infty[.
\]

**Remark 2.10** When $\hat{W}$ is the cotangent bundle of a Riemannian manifold $(M, g)$ and the almost complex structures $J_t$ are $C^0$-close to the Levi-Civita almost complex structure induced by $g$ (which is not of contact type), there is a way of proving $L^\infty$ estimates for solutions of the Floer equation involving an asymptotically quadratic Hamiltonian (not necessarily depending only on $\rho$ outside of a compact set) which does not use the maximum principle, see [AS06]. It is based on embedding $(M, g)$ isometrically into an Euclidean space and combining the Calderon-Zygmund estimates for the Cauchy-Riemann operator with suitable interpolation inequalities. This method could be probably used also for the Rabinowitz-Floer equation. We also recall that the $L^\infty$ estimates for the Floer equation, in the case of a Hamiltonian depending only on $\rho$ outside of a compact set, follow directly from the standard maximum principle, because the term with the integral does not appear in (2.12).
Energy estimates. The $L^\infty$ estimates of Propositions 2.2, 2.5, and 2.6 require a priori bounds on the energy and on the action. The energy identity for a solution on $v = (u, \eta)$ of the $s$-dependent Rabinowitz-Floer equation (2.1-2.2) is

$$
\int_{[a,b] \times \mathbb{T}} |\frac{\partial u}{\partial s}|^2 \, ds \, dt + \int_a^b |\eta'(s)|^2 \, ds = \int_a^b \|v'(s)\|^2 \, ds = \int_a^b \|\nabla \mathbb{A}_H(v(s))\|^2 \, ds
$$

(2.29)

for every $-\infty < a \leq b < +\infty$. When the Hamiltonian $H$ does not depend on $s$, the function $\mathbb{A}_H(v(s))$ is decreasing and

$$
\int_{-\infty}^{+\infty} \|\nabla \mathbb{A}_H(v(s))\|^2 \, ds = \lim_{s \to -\infty} \mathbb{A}_H(v(s)) - \lim_{s \to +\infty} \mathbb{A}_H(v(s)),
$$

(2.30)

so an upper bound of the action at $+\infty$ and a lower bound at $-\infty$ imply bounds both for the action at every $s$ and for the energy.

In the $s$-dependent case this need not be true any more. The usual arguments from symplectic homology based on choosing Hamiltonians with $\partial H/\partial s \geq 0$ (see [FH94] and [CFH95]) cannot be applied, because in (2.29) there is a term $\eta'(s)$ in front of the $s$-derivative of $H$, and the sign of $\eta$ might vary. In [CF09], Cieliebak and Frauenfelder have proved energy estimates for homotopies when the Hamiltonians are constant outside a compact subset of $\hat{W}$ (see the proof of Corollary 3.7 in [CF09]).

Here we need to consider the case of coercive Hamiltonians. More precisely, we shall prove a technical lemma which provides energy estimates for certain homotopies of Hamiltonians in the class of all smooth functions $H$ satisfying

$$
\lambda(X_H) - H + \theta_0 \geq \theta_1 |Y|^2_t,
$$

(2.31)

for some numbers $\theta_0 \geq 0$ and $\theta_1 > 0$. Notice that the above condition, together with the request that $H$ is bounded from below, implies that $H$ has superlinear growth in the variable $\rho$:

$$
\lim_{\rho \to +\infty} \frac{H(x, \rho)}{\rho} = +\infty, \quad \text{uniformly in } x \in \partial W.
$$

This fact can be seen by rewriting (2.31) on $\partial W \times \{0, +\infty\}$ in an equivalent way, as the differential inequality

$$
\frac{\partial H}{\partial \rho} \geq \frac{1}{\rho} (H - \theta_0) + \theta_1.
$$

Lemma 2.11 Assume that $\{H_s\}_{s \in \mathbb{R}}$ is a smooth family of Hamiltonians on $\hat{W}$ which satisfies (2.3) and the conditions:

(a) There is a positive number $\mu$ such that $H_s(w) \geq -\mu$ for every $s \in \mathbb{R}$ and $w \in \hat{W}$.

(b) There is a positive number $\epsilon_0$ such that the set

$$
V_{\epsilon_0} := \{(s, w) \in [0, 1] \times \hat{W} \mid |H_s(w)| \leq \epsilon_0 \}
$$

is compact, and

$$
\lambda(X_{H_s}(w)) - H_s(w) \geq \frac{1}{2}, \quad \forall (s, w) \in V_{\epsilon_0}.
$$

(c) There are numbers $\theta_0 \geq 0$ and $\theta_1 > 0$ such that

$$
\lambda(X_{H_s}(w)) - H_s(w) + \theta_0 \geq \theta_1 |Y(w)|^2_t,
$$

for every $s \in \mathbb{R}$, $t \in \mathbb{T}$, and $w \in \hat{W}$.
(d) There are numbers $\theta_2 \geq 0$ and $\theta_3 \geq 0$ such that
\[
\left| \frac{\partial H_s}{\partial s}(w) \right| \leq \theta_2 H_s(w) + \theta_3,
\]
for every $s \in \mathbb{R}$ and $w \in \tilde{W}$.

(e) For every $s \in \mathbb{R}$ and $w \in \tilde{W}$ there holds
\[
\left| \frac{\partial H_s}{\partial s}(w) \right| \leq \epsilon (\lambda(X_{H_s}(w)) - H_s(w) + \theta_0),
\]
where $\theta_0$ is the constant appearing in the assumption (c), and
\[
\epsilon < \left( 1 + 2\theta_0 + \frac{\theta_0\mu}{\delta_0} \right)^{-1},
\]
where $\delta_0 = \delta(\epsilon_0)$ is the number produced by Lemma 2.1, and $\mu$ is the number appearing in the assumption (a).

Then, for every number $M$ there exists a constant $a(M)$ such that for every solution $v = (u, \eta)$ of (2.1-2.2) with
\[
\lim_{s \to -\infty} A_{H_0}(v(s)) \leq M, \quad \lim_{s \to +\infty} A_{H_1}(v(s)) \geq -M, \quad (2.33)
\]
there holds
\[
\int_{-\infty}^{+\infty} \|\nabla A_{H_s}(v(s))\|^2 \, ds = \int_{\mathbb{R} \times T} \left| \frac{\partial u}{\partial s} \right|^2 \, dsdt + \int_{-\infty}^{+\infty} |\eta'(s)|^2 \, ds \leq a(M) + M. \quad (2.34)
\]

Proof. From the energy identity (2.29) and from the assumptions (2.3) and (2.33), we deduce the estimate
\[
\int_{\mathbb{R} \times T} \left| \frac{\partial u}{\partial s} \right|^2 \, dsdt + \int_{-\infty}^{+\infty} |\eta'(s)|^2 \, ds = \int_{-\infty}^{+\infty} \|\nabla A_{H_s}(v(s))\|^2 \, ds \leq 2M + \int_{[0,1] \times T} |\eta(s)| \left| \frac{\partial H_s}{\partial s}(u) \right| \, dsdt. \quad (2.34)
\]
Moreover, the same assumptions imply the inequalities
\[
A_{H_0}(v(s)) \leq M, \quad \forall s \leq 0, \quad A_{H_1}(v(s)) \geq -M, \quad \forall s \geq 1.
\]
These inequalities and the identities
\[
A_{H_s}(v(s)) = A_{H_0}(v(0)) - \int_0^s \|\nabla A_{H_s}(v(s))^2 \, ds - \int_0^s \eta(s) \int_T \frac{\partial H_s}{\partial \sigma}(u) \, d\sigma dt + \int_s^1 \|\nabla A_{H_s}(v(s))^2 \, ds + \int_s^1 \eta(s) \int_T \frac{\partial H_s}{\partial \sigma}(u) \, d\sigma dt,
\]
imply the action bound
\[
|A_{H_s}(v(s))| \leq M + \int_{[0,1] \times T} |\eta(s)| \left| \frac{\partial H_s}{\partial \sigma}(u) \right| \, d\sigma dt, \quad \forall s \in \mathbb{R}. \quad (2.35)
\]
The estimates (2.34) and (2.35) show that we must provide a uniform upper bound for the quantity
\[
\int_{[0,1] \times T} |\eta(s)| \left| \frac{\partial H_s}{\partial s}(u) \right| \, dsdt.
\]
We start by proving an upper bound for $|\eta|$ in terms of the quantity above. By Lemma 2.1 and (2.35), if $s \in \mathbb{R}$ is such that $\|\nabla \mathcal{A}_{H_v}(v(s))\| \leq \delta_0$ then

$$|\eta(s)| \leq 2(\|\mathcal{A}_{H_v}(v(s))\| + \kappa_0\|\nabla \mathcal{A}_{H_v}(v(s))\|) \leq 2 \left(M + \int_{[0,1] \times T} |\eta(\sigma)| \left| \frac{\partial H_{\sigma}}{\partial \sigma}(u) \right| d\sigma dt + \kappa_0 \delta_0 \right).$$

(2.36)

If $I \subset \mathbb{R}$ is a maximal interval on which $\|\nabla \mathcal{A}_{H_v}(v(s))\| > \delta_0$, then (2.34) implies that

$$|I| \leq \frac{1}{\delta_0} \left(2M + \int_{[0,1] \times T} |\eta(\sigma)| \left| \frac{\partial H_{\sigma}}{\partial \sigma}(u) \right| d\sigma dt \right).$$

(2.37)

By the equation (2.2), we have the identities

$$\eta(s) = \eta(\inf I) + \int_{\inf I}^{s} \int_{\sigma}^{T} H_{\sigma}(u) d\sigma dt = \eta(\sup I) - \int_{s}^{\sup I} \int_{T} H_{\sigma}(u) d\sigma dt.$$

These identities, together with the assumption (a), (2.36), and (2.37), imply that for every $s \in I$ there holds

$$|\eta(s)| \leq \max\{|\eta(\inf I)|, |\eta(\sup I)|\} + \mu|I| \leq 2 \left(M + \int_{[0,1] \times T} |\eta(\sigma)| \left| \frac{\partial H_{\sigma}}{\partial \sigma}(u) \right| d\sigma dt + \kappa_0 \delta_0 \right).$$

We conclude that $\eta$ is bounded and that

$$\sup_{s \in \mathbb{R}} |\eta(s)| \leq d + \left(2 + \frac{\mu}{\delta_0} \right) \int_{[0,1] \times T} |\eta(\sigma)| \left| \frac{\partial H_{\sigma}}{\partial \sigma}(u) \right| d\sigma dt,$$

(2.38)

where

$$d = d(M) := 2M + 2\kappa_0 \delta_0 + \frac{2M\mu}{\delta_0^2}.$$

It is useful to introduce the function

$$\theta(s,t) := \lambda(X_{H_v}(u(s,t))) - H_s(u(s,t)) + \theta_0,$$

which by the assumption (c) is non-negative. By the identity $\lambda = \iota Y \omega$ and by (2.1), we have the chain of equalities

$$\lambda \left( \frac{\partial u}{\partial t} \right) - \eta(s) H_s(u) = \lambda \left( \frac{\partial u}{\partial t} - \eta(s) X_{H_v}(u) \right) + \eta(s) \left( \lambda(X_{H_v}(u)) - H_s(u) \right)$$

$$= \omega \left( Y(u), \frac{\partial u}{\partial t} - \eta(s) X_{H_v}(u) \right) + \eta(s) \theta(s,t) - \theta_0 \eta(s)$$

$$= \left( Y(u), J_t \left( \frac{\partial u}{\partial \sigma} - \eta(s) X_{H_v}(u) \right) \right) + \eta(s) \theta(s,t) - \theta_0 \eta(s)$$

$$= \left( Y(u), \frac{\partial u}{\partial \sigma} \right) + \eta(s) \theta(s,t) - \theta_0 \eta(s).$$

Integration over $T$ produces the identity

$$\mathcal{A}_{H_v}(v(s)) = -\int_T \left( \left< Y(u), \frac{\partial u}{\partial \sigma} \right> t dt + \eta(s) \int_T \theta(s,t) dt - \theta_0 \eta(s),$$

from which we deduce the inequality

$$|\eta(s)| \int_T \theta(s,t) dt \leq |\mathcal{A}_{H_v}(v(s))| + \int_T \left< Y(u), \frac{\partial u}{\partial \sigma} \right> t dt + \theta_0 |\eta(s)|.$$
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The last integrand can be estimated as

\[ \left| \langle Y(u), \frac{\partial u}{\partial s} \rangle_t \right| \leq \frac{1}{2\delta} |Y(u)|^2_t + \frac{\delta}{2} |\frac{\partial u}{\partial s} |^2_t, \]

for every \( \delta > 0 \). Together with (2.35), the above two inequalities imply that for every \( s \) there holds

\[ |\eta(s)| \int_\mathbb{T} \theta(s, t) \, dt \]

\[ \leq M + \int_{[0,1] \times \mathbb{T}} |\eta(s)| \left| \frac{\partial H^s}{\partial \sigma} (u) \right| \, dsdt + \frac{1}{2\delta} \int_{I \times \mathbb{T}} |Y(u)|^2_t \, dt + \frac{\delta}{2} \int_{[0,1] \times \mathbb{T}} |\frac{\partial u}{\partial s} |^2_t \, dt + \theta_0 |\eta(s)|. \]  

(2.39)

Let \( c \) be a positive number. By (2.2) and the assumption (a), the function \( s \mapsto \eta(s) + \mu s \) is increasing, so the set

\[ I := \{ s \in [0,1] \mid c < \eta(s) + \mu s < c + \mu \} \]

is a (possibly empty) interval. By the definition of \( I \),

\[ c - \mu < \eta(s) < c + \mu, \quad \forall s \in I, \]

\[ |\eta(s)| \geq c, \quad \forall s \in I^c, \]  

(2.40)  

(2.41)

where \( I^c \) denotes the complement of \( I \) in \( [0,1] \). By (2.40), (2.2), and the assumption (d),

\[ 2 \theta_2 \mu \geq \theta_2 (\eta(\sup I) - \eta(\inf I)) = \theta_2 \int_I \eta'(s) \, ds = \theta_2 \int_{I \times \mathbb{T}} H_s(u) \, dsdt \geq \int_{I \times \mathbb{T}} \left| \frac{\partial H^s}{\partial s} (u) \right| \, dsdt - \theta_3. \]

By (2.40), \( |\eta| < c + \mu \) on \( I \), so the above inequality implies the estimate

\[ \int_{I \times \mathbb{T}} \left| \frac{\partial H^s}{\partial s} (u) \right| \, dsdt \leq (c + \mu)(2 \mu \theta_2 + \theta_3). \]  

(2.42)

By integrating (2.39) on the set \( I^c \), whose measure does not exceed 1, we find

\[ \int_{I^c \times \mathbb{T}} |\eta(s)| \theta(s, t) \, dsdt \]

\[ \leq M + \int_{[0,1] \times \mathbb{T}} |\eta(s)| \left| \frac{\partial H^s}{\partial \sigma} (u) \right| \, dsdt + \frac{1}{2\delta} \int_{I^c \times \mathbb{T}} |Y(u)|^2_t \, dt + \frac{\delta}{2} \int_{[0,1] \times \mathbb{T}} |\frac{\partial u}{\partial s} |^2_t \, dt + \theta_0 \sup_{s \in \mathbb{R}} |\eta(s)|. \]  

(2.43)

We estimate the last four terms separately, starting from the last one. By (2.38), we have

\[ \theta_0 \sup_{s \in \mathbb{R}} |\eta(s)| \leq \theta_0 d(M) + \theta_0 \left( 2 + \frac{\mu^2}{\delta_0} \right) \int_{[0,1] \times \mathbb{T}} |\eta(s)| \left| \frac{\partial H^s}{\partial s} (u) \right| \, dsdt. \]  

(2.44)

By (2.34), we have

\[ \frac{\delta}{2} \int_{[0,1] \times \mathbb{T}} |\frac{\partial u}{\partial s} |^2_t \, dsdt \leq \delta M + \frac{\delta}{2} \int_{[0,1] \times \mathbb{T}} |\eta(s)| \left| \frac{\partial H^s}{\partial \sigma} (u) \right| \, dsdt. \]  

(2.45)

By the assumption (c), we have

\[ \frac{1}{2 \delta} \int_{I^c \times \mathbb{T}} |Y(u)|^2_t \, dt \leq \frac{1}{2 \delta \theta_1} \int_{I^c \times \mathbb{T}} \theta(s, t) \, dsdt \leq \frac{1}{2 \delta \theta_1 c} \int_{I^c \times \mathbb{T}} |\eta(s)| \theta(s, t) \, dsdt, \]  

(2.46)

where we have used also (2.41). By (2.42) and the assumption (e),

\[ \int_{[0,1] \times \mathbb{T}} |\eta(s)| \left| \frac{\partial H^s}{\partial s} (u) \right| \, dsdt \leq (c + \mu)(2 \mu \theta_2 + \theta_3) + \int_{I^c \times \mathbb{T}} |\eta(s)| \left| \frac{\partial H^s}{\partial s} (u) \right| \, dsdt \]

\[ \leq (c + \mu)(2 \mu \theta_2 + \theta_3) + \epsilon \int_{I^c \times \mathbb{T}} |\eta(s)| \theta(s, t) \, dsdt. \]  

(2.47)
By taking (2.44), (2.45), (2.46), and (2.47) into account, (2.43) implies the estimate

\[
\left(1 - \frac{1}{2\delta t_1} - \epsilon \left(1 + \frac{\delta}{2} + 2\theta_0 + \frac{\theta_0 \mu}{\theta_0^2}\right)\right) \int_{I^c \times \mathbb{T}} |\eta(s)| |\theta(s, t)| \, ds \, dt \leq M + (c + \mu)(2\mu_2 + \theta_3) + \delta M + \theta_0 d(M).
\]

By the assumption (2.32) on \(\epsilon\), if we choose \(\delta > 0\) small enough and \(c > 0\) large enough, the constant in front of the integral is positive, so we have a uniform upper bound

\[
\int_{I^c \times \mathbb{T}} |\eta(s)| |\theta(s, t)| \, ds \, dt \leq a'(M).
\]

By the assumption (e), also the integral of \(|\eta||\partial H_s/\partial s(u)|\) over \(I^c \times \mathbb{T}\) has a uniform upper bound, and by using also (2.42) we deduce the uniform upper bound

\[
\int_{[0,1] \times \mathbb{T}} |\eta(s)| |\partial H_s/\partial s(u)| \, ds \, dt \leq a''(M).
\]

Then (2.34) and (2.35) imply the desired estimates, with \(a(M) := M + a''(M)\).

\[\square\]

3 The Rabinowitz-Floer complex

The aim of this section is to recall the definition of the Rabinowitz-Floer complex from [CF09]. The only differences are that the ambient manifold \(\hat{W}\) is the completion of the Liouville domain \(W\) (and not an arbitrary exact convex symplectic manifold as in [CF09]) and that we use Hamiltonians which are eventually quadratic, instead of eventually constant. The effect of this choice of a different class of Hamiltonians is discussed at the end of the section.

**The boundary homomorphism.** Let us assume that the closed Reeb orbits of \((\partial W, \alpha)\) are of *Morse-Bott type*, meaning that for each \(T > 0\) the set \(\mathcal{P}_T \subset \partial W\) consisting of all \(T\)-periodic orbits of the Reeb flow is a closed submanifold, the rank of \(d\alpha|_{\mathcal{P}_T}\) is locally constant, and

\[
T_x \mathcal{P}_T = \ker(D\phi^R_T(x) - I), \quad \forall x \in \mathcal{P}_T,
\]

where \(\phi^R_T\) denotes the Reeb flow. Such a condition is generic, for instance in the sense that the set of functions \(\sigma \in C^\infty(\partial W, [0, +\infty[)\) such that the closed Reeb orbits of \((\text{graph } \sigma, \lambda|_{\text{graph } \sigma})\) are of *Morse-Bott type* is generic in \(C^\infty(\partial W, [0, +\infty[)\). Actually, the stronger property that all the closed orbits of the Reeb flow are non-degenerate is generic, see Appendix B in [CF09] (we recall that a \(T\)-periodic point \(x \in \partial W\) is *non-degenerate* if the restriction of \(D\phi^R_T(x)\) to the contact hyperplane \(\ker \alpha(x)\) does not have the eigenvalue 1). Treating the Morse-Bott situation is not more difficult than treating the non-degenerate situation - in which the critical manifolds of \(A\) corresponding to the closed Reeb orbits are circles - so we deal with the former condition, which includes for instance geodesic flows on symmetric spaces.

A Hamiltonian \(H \in C^\infty(\hat{W})\) is said to be *compatible* with the contact manifold \((\partial W, \alpha)\) if its set of zeros is \(\partial W\), and if the restriction of \(X_H\) to \(\partial W\) coincides with the Reeb vector field \(R\). It is said to be *eventually quadratic* if \(H(x, \rho) = h(\rho)\) for \(\rho\) large, with

\[
h(\rho) = a\rho^2 + b\rho + c,
\]

for some numbers \(a > 0, b, c \in \mathbb{R}\). Let us fix an eventually quadratic Hamiltonian \(H\) compatible with \((\partial W, \alpha)\). We shall associate a chain complex to the corresponding Rabinowitz action functional \(A\) by using the analogue of Frauenfelder’s *Morse homology with cascades*, see the Appendix of [Fra04].

By the Morse-Bott assumption, the set \(\text{crit } A\) of critical points of \(A\) is a smooth manifold, and \(A\) is constant on each of its connected components, which are finite-dimensional (but in general different components have different dimension). Moreover, for each \(A > 0\) the set

\[
\{z \in \text{crit } A \mid |A(z)| \leq A\}
\]
is compact, and the set of critical values of $\lambda$ is discrete. Furthermore, every solution $v : \mathbb{R} \to \Lambda \hat{W} \times \mathbb{R}$ of the Rabinowitz-Floer equation (1.3) with finite energy (2.30) converges to some $v(-\infty) \in \text{crit} \lambda$ for $s \to -\infty$ and to some $v(+\infty) \in \text{crit} \lambda$ for $s \to +\infty$.

We fix a smooth Morse function $a$ and a Riemannian metric $g_h$ on $\text{crit} \lambda$, such that the negative gradient flow $\phi_t \nabla a$ of $a$ is Morse-Smale. This means that for every pair of critical points $z^-, z^+$ of $a$, the unstable manifold $W^u(z^-; -\nabla a)$ is transverse to the stable manifold $W^s(z^+; -\nabla a)$. The Morse index of $z \in \text{crit} a$ is denoted by $\text{ind}(z; a)$, so

$$\text{ind}(z; a) = \dim W^u(z; -\nabla a) = \text{codim} W^s(z; -\nabla a).$$

If $z^-, z^+ \in \text{crit} a$ and $m \geq 1$ is an integer, a flow line from $z^-$ to $z^+$ with $m$ cascades is a $m$-tuple $(v_1, \ldots, v_m)$ of non-stationary solutions of the Rabinowitz-Floer equation (1.3) (stationary solutions are solutions which do not depend on $s$) such that

$$v_1(-\infty) \in W^u(z^-; -\nabla a), \quad v_m(+\infty) \in W^s(z^+; -\nabla a),$$

and for every $j = 1, \ldots, m-1$

$$v_{j+1}(-\infty) \in \phi_{\mathbb{R}^+}(v_j(+\infty)).$$

The set of flow lines from $z^-$ to $z^+$ with $m$ cascades is denoted by $\hat{M}_m(z^-, z^+)$, and its quotient by the free action of $\mathbb{R}^m$ given by $s$-translations on each $v_j$ is denoted by $M_m(z^-, z^+)$. The set of flow lines from $z^-$ to $z^+$ with zero cascades, that we denote by $M_0(z^-, z^+)$, is the intersection $W^u(z^-; -\nabla a) \cap W^s(z^+; -\nabla a)$. When $z^- \neq z^+$, the quotient of $M_0(z^-, z^+)$ by the free $\mathbb{R}$-action is denoted by $\hat{M}_0(z^-, z^+)$, while in the case $z^- = z^+$ we define $M_0(z^-, z^+)$ to be the empty set. Finally,

$$\hat{M}(z^-, z^+) := \bigcup_{m \geq 0} \hat{M}_m(z^-, z^+), \quad M(z^-, z^+) := \bigcup_{m \geq 0} M_m(z^-, z^+).$$

Since $\lambda$ is strictly decreasing on non-stationary solutions of the Rabinowitz-Floer equation (1.3), if $z^-$ and $z^+$ belong to the same connected component of $\text{crit} \lambda$ then $M_m(z^-, z^+) = \emptyset$ for every $m \geq 1$, while if $M_m(z^-, z^+) \neq \emptyset$ for some $m \geq 1$, then $\lambda(z^-) > \lambda(z^+)$ and $M_0(z^-, z^+) = \emptyset$.

Assume that the almost complex structures $J_t$ are of contact type outside of a compact set. By our assumption on $H$, Propositions 2.2 and 2.5 (or Proposition 2.6), together with the energy identity (2.30), imply that the elements of $M(z^-, z^+)$ have a uniform $L^\infty$ bound. Since the symplectic form $\omega$ is exact, a standard non-bubbling-off argument in Floer homology guarantees that $M(z^-, z^+)$ is compact up to breaking.

For a generic choice of $J_t$ and $g_h$, the spaces $M(z^-, z^+)$ are smooth finite dimensional manifolds, and their components of dimension zero are compact. In particular, the zero-dimensional part of $M(z^-, z^+)$ is a finite set, and we define $n_{RF}(z^-, z^+) \in \mathbb{Z}_2$ to be the parity of such a set.

The Rabinowitz-Floer $\mathbb{Z}_2$-vector space $RF = RF(W, \lambda, a)$ is generated by all formal sums

$$\sum_{z \in \mathcal{Z}} z, \quad (3.1)$$

where $\mathcal{Z}$ is a subset of $\text{crit} a$ such that

$$\sup_{z \in \mathcal{Z}} \lambda(z) < +\infty.$$ 

Note that in general $\mathcal{Z}$ may be an infinite set, because $\lambda$ is not bounded from below. The homomorphism

$$\partial = \partial(W, \lambda, a, H, J, g_h) : RF(W, \lambda, a) \to RF(W, \lambda, a)$$

is defined as the unique homomorphism such that

$$\partial z^- = \sum_{z^+ \in \text{crit} a} n_{RF}(z^-, z^+) z^+, \quad \forall z^- \in \text{crit} a.$$
A standard argument implies that $\partial \circ \partial = 0$, so $\{RF,\partial\}$ has the structure of a differential $\mathbb{Z}_2$-vector space. It also carries an $\mathbb{R}$ filtration given by the action level. More precisely, if $I \subset \mathbb{R}$ is an interval, $\partial$ induces to a boundary homomorphism on the subspace

$$RF^I = RF^I(W,\lambda,a)$$

consisting of all formal sums (3.1) where $Z$ consists of critical points $z$ of $a$ such that $\mathcal{A}(z) \in I$. Moreover, there are natural chain maps

$$RF^I \to RF^{I'},$$

whenever $\inf I \leq \inf I'$ and $\sup I \leq \sup I'$.

**Grading.** Here we follow the $\mathbb{Z}$-grading convention of [CFO09], which differs from the $(\mathbb{Z}+1/2)$-grading convention of [CF09] by a factor $1/2$. The Rabinowitz-Floer differential vector space has a $\mathbb{Z}$-grading whenever the first Chern class $c_1(TW)$ of the complex vector bundle $(TW,J)$ vanishes, a condition which does not depend on the choice of the $\omega$-compatible almost complex structure $J$. In such a case, the grading on $RF$ is defined by

$$\mu(z) = \mu(x,\eta) := \mu_{CZ}(x) - \frac{1}{2} \nu^\tau(x) + \text{ind}(z;a), \quad (3.2)$$

for every critical point $z = (x,\eta)$ of $a$ such that $\eta \neq 0$. Here $\mu_{CZ}(z)$ and $\nu^\tau(x)$ are the transverse Conley-Zehnder index and the transverse nullity of the 1-periodic orbit $x$ of the Hamiltonian flow associated to the autonomous Hamiltonian $\eta H$. We recall that the transverse nullity $\nu^\tau(x)$ of $x$ is the dimension of the linear subspace

$$\ker \left(D\phi_t^{X_{\eta H}}(x(0)) - \text{id}\right) \cap \ker \alpha(x(0)),$$

so $\nu^\tau(x) = 0$ if and only if $x$ is non-degenerate; by the Morse-Bott assumption, the connected component $K_z$ of $\text{crit} \mathcal{A}$ which contains $z = (x,\eta)$ has dimension

$$\dim K_z = \nu^\tau(x) + 1. \quad (3.3)$$

The transverse Conley-Zehnder $\mu^\tau(x)$ index is a half-integer, which can be defined as the Conley-Zehnder index (in the sense of Robbin and Salamon, [RS93]) of the path in the symplectic group $Sp(2n-2)$ which is obtained by conjugating the restriction $D\phi_t^{X_{\eta H}}(x(0))$ to the invariant symplectic subbundle given by the contact distribution $\alpha(x)$ by a symplectic trivialization. The fact that $c_1(TW) = 0$ allows to fix a class of such trivializations for any homology class in $H_1(W,Z)$ for which the above index is well-defined, see [Sei08] or [CF09] for more details. Notice also that if $y(t) = x(t/\eta)$ is the Reeb closed orbit associated to $x$, then

$$\mu^\tau_{CZ}(x) = (\text{sgn} \eta) \mu_{CZ}(y),$$

where $\mu_{CZ}(y)$ is the standard Conley-Zehnder index that one associates to closed Reeb orbits. If $z = (x,\eta)$ is a critical point of $a$ with $\eta = 0$, then $x$ is a constant loop in $\partial W$, and $\mu(z)$ is defined as

$$\mu(z) = \mu(x,0) := \text{ind}(z;a) - n + 1. \quad (3.4)$$

Notice that for such critical points, $\mu(z)$ may take all the values in the interval

$$-n + 1 \leq \mu(z) \leq n.$$

Moreover, if we agree that for a constant loop $x$ we have $\mu^\tau_{CZ}(x) := 0$ and $\nu^\tau(x) := 2n - 2$, both the identities (3.2) and (3.3) hold also for $\eta = 0$.

With such definitions, one can prove that

$$\dim \mathcal{M}(z^-,z^+) = \mu(z^+) - \mu(z^-) - 1,$$
see Proposition 4.1 in [CF09]. Here and in what follows, we adopt the convention that any manifold which is declared to have negative dimension is actually empty.

If $RF_k$ denotes the subgroup of $RF$ obtained by considering formal sums as in (3.1) where all the critical points $z \in Z$ have index $\mu(z) = k$, then the homomorphism $\partial$ maps $RF_k$ into $RF_{k-1}$. Therefore, $RF_1$ is a chain complex of $\mathbb{Z}_2$-vector spaces.

**Invariance.** If one changes the loop of almost complex structures (of contact type outside of a compact set) or the Riemannian metric $g_\#$ on $\text{crit} \ A$, one gets isomorphic Rabinowitz-Floer complexes.

If one changes the Morse function $\alpha$ and the Hamiltonian $H$, one gets chain equivalent Rabinowitz-Floer complexes. This can be proved by the standard homotopy argument from Floer homology, by noticing that if $H_0$ and $H_1$ are eventually quadratic Hamiltonians compatible with $(\partial W, \alpha)$ and we define

$$H_s := (1 - s)H_0 + sH_1,$$

then there exists a finite set of numbers $0 = s_0 < s_1 < \cdots < s_k = 1$ such that for every $j \in \{1, \ldots, k\}$ the $s$-dependent Hamiltonian

$$H_s^j(w) := (1 - \chi(s))H_{s_{j-1}}(w) + \chi(s)H_{s_j}(w)$$

satisfies the assumptions of Lemma 2.11. Here $\chi$ is a smooth cut-off function on $\mathbb{R}$ such that $\chi = 0$ on $\mathbb{R}^-$ and $\chi = 1$ on $[1, +\infty[$. In particular, the *Rabinowitz-Floer homology*

$$HRF = HRF(W, \lambda) := \frac{\ker \partial}{\text{Im} \partial}$$

depends only on the Liouville domain $(W, \lambda)$.

The same Lemma 2.11 allows also to deal with Hamiltonians whose zero-set varies with $s$. In particular, it allows to prove that if $\Sigma \subset \partial W \times [0, +\infty[ \subset \tilde{W}$ is the graph of a smooth function $\sigma : \partial W \rightarrow [0, +\infty[$ and the contact form $\alpha_\Sigma := \lambda|_{\Sigma}$ defines a Reeb vector field $R_\Sigma$ with the Morse-Bott property, then the corresponding Rabinowitz-Floer homology, defined by using eventually quadratic Hamiltonians $H$ which are compatible with $(\Sigma, \alpha_\Sigma)$, does not depend on $\Sigma$. This fact allows to define the Rabinowitz-Floer homology of a Liouville domain $(W, \lambda)$ also when the Morse-Bott condition for $R = R_\partial W$ does not hold.

The above arguments prove the invariance within the class of Hamiltonians which are eventually quadratic. Actually, the combined use of Lemma 2.11 and Propositions 2.5 or 2.6 would allow to prove the invariance within many classes of Hamiltonian having a similar behavior at infinity. However, we do not know how to get the energy and action estimates for $s$-dependent Hamiltonians which interpolate between an eventually constant $H$ an eventually linear $H_1$. This raises the question whether our Rabinowitz-Floer homology for eventually quadratic Hamiltonian coincides with the original one defined in [CF09] using eventually constant Hamiltonians. Since the critical set of $\mathcal{A}_H$ does not depend on the Hamiltonian $H$ - as long as $H$ is compatible with $(\partial W, \alpha)$ - and for every critical point $z = (x, \eta) \in \mathcal{A}_H$ the loop $x$ takes values into $\partial W$, the behavior of $H$ outside of $W$ should not matter that much, so one suspects that the answer is affirmative.

When using field coefficients, as we are, one can actually prove this fact arguing as in the proof of Proposition 4.13 of [CFO09], by considering the truncated complexes $RF^{[a, b]}$ and by taking limits. Indeed, in this case the whole Rabinowitz-Floer homology is naturally isomorphic to the double direct-inverse limit of the truncated homologies

$$HRF(W, \lambda) \cong \lim_{A_+ \uparrow +\infty} \lim_{A_- \downarrow -\infty} HRF^{[A_- \downarrow A_+ \uparrow]}(W, \lambda),$$

for $A_- \downarrow -\infty$ and $A_+ \uparrow +\infty$ (see [CF], the direct and inverse limit must be taken in this order). So it is enough to prove that eventually quadratic and eventually constant Hamiltonians determine
the same truncated Rabinowitz-Floer homology $HRF^{(a,b)}$. This can be deduced from Proposition 2.6 in the following way.

Let $H_1$ be an eventually quadratic Hamiltonian compatible with $(\partial W, \alpha)$. Since we already have the invariance within the class of eventually quadratic Hamiltonians, we can choose a particular one, for instance a Hamiltonian $H_1$ such that $H_1 < 0$ on $W \setminus (\partial W \times [0,1])$ and

$$H_1(x, \rho) = h_1(\rho) \quad \text{with} \quad h_1(\rho) = \frac{1}{2}(\rho^2 - 1), \quad \forall (x, \rho) \in \partial W \times [0, +\infty[.$$ 

Let $\chi$ be a smooth cut-off function on $\mathbb{R}$ such that

$$\chi(s) = s \quad \forall s \leq 1, \quad \chi(s) = 2 \quad \forall s \geq 3, \quad 0 \leq \chi' \leq 1, \quad -1 \leq \chi'' \leq 0,$$

and choose a number $\kappa$ such that

$$\kappa \geq \max_{s \in \mathbb{R}} (2s^3 + 3\chi''(s)^2 + (2s + 1)\chi'(s)^2), \quad (3.5)$$

for instance $\kappa = 7^3 + 7$. In particular, $\kappa \geq 2$, so the function $h_1$ satisfies the assumption (c') of Proposition 2.6 with the constant $\kappa$, that is

$$h_1'(\rho)^2 \leq \kappa(h_1(\rho) + 1), \quad \rho^2h_1''(\rho)^2 \leq \kappa(h_1(\rho) + 1), \quad \forall \rho > 0.$$ 

Let $A_- \leq A_+$ be real numbers. By Proposition 2.6, there is a compact set $K = K(A_-, A_+) \subset 0\hat{W}$ with the following property: For every Hamiltonian $H$ on $W$ which coincides with $H_0$ on the complement of $\partial W \times [2, +\infty[ \subset 0\hat{W}$ and such that $H(x, \rho) = h(\rho)$ on $\partial W \times [0, +\infty[$ for some smooth function $h$ which satisfies

$$h'(\rho)^2 \leq \kappa(h(\rho) + 1), \quad \rho^2h''(\rho)^2 \leq \kappa(h(\rho) + 1), \quad \forall \rho > 0, \quad (3.6)$$

the $u$ part of every solution $v = (u, \eta)$ of the Rabinowitz-Floer equation associated to $H$ such that $\mathcal{A}_H(v(\mathbb{R})) \subset [A_-, A_+]$ takes values in the compact set $K$. For $\epsilon > 0$, consider the eventually constant Hamiltonian

$$H_0(w) := \frac{1}{\epsilon} \chi(\epsilon H_1(w)), \quad \forall w \in 0\hat{W},$$

which satisfies

$$H_0(x, \rho) = h_0(\rho) \quad \text{with} \quad h_0(\rho) = \frac{1}{\epsilon} \chi(\epsilon h_1(\rho)) = \frac{1}{\epsilon} \chi \left( \frac{\epsilon}{2}(\rho^2 - 1) \right),$$

for every $(x, \rho) \in \partial W \times [0, +\infty[$. The Hamiltonian $H_0$ coincides with $H_1$ on the open set

$$W \cup \left( \partial W \times \left[0, \sqrt{\frac{2c}{\epsilon}} \right] \right),$$

and we choose $0 < \epsilon \leq 1$ to be so small that the compact set $K$ is contained in the set above.

We claim that (3.5) and the fact that $\epsilon \leq 1$ imply that $h_0$ satisfies (3.6). Since $h_0 = h_1$ on $]0, ((2 + \epsilon)/\epsilon)^{1/2}]$, it is enough to check (3.6), that is the inequalities

$$\rho^2 \epsilon \chi' \left( \frac{\epsilon}{2}(\rho^2 - 1) \right)^2 \leq \kappa \left( \frac{1}{\epsilon} \chi \left( \frac{\epsilon}{2}(\rho^2 - 1) \right) + 1 \right),$$

$$\rho^2 \left( \epsilon^2 \rho^2 \chi'' \left( \frac{\epsilon}{2}(\rho^2 - 1) \right) + \chi' \left( \frac{\epsilon}{2}(\rho^2 - 1) \right) \right)^2 \leq \kappa \left( \frac{1}{\epsilon} \chi \left( \frac{\epsilon}{2}(\rho^2 - 1) \right) + 1 \right),$$

for $\rho \geq ((2 + \epsilon)/\epsilon)^{1/2}$. By the change of variable $s = \epsilon(\rho^2 - 1)/2$, this is equivalent to checking the inequalities

$$(2s + \epsilon) \chi'(s)^2 \leq \kappa(\chi(s) + \epsilon), \quad (3.7)$$

$$(2s + \epsilon) \left( (2s + \epsilon) \chi''(s) + \chi'(s) \right)^2 \leq \kappa(\chi(s) + \epsilon), \quad (3.8)$$
for every $s \geq 1$. The inequality (3.7) follows immediately from (3.5), using the fact that $\chi(s) \geq 1$ for $s \geq 1$. By expanding the square and using the inequalities $\epsilon \leq 1$, $\chi' \geq 0$, $\chi'' \leq 0$, and (3.5), we can estimate the left-hand side of (3.8) by
\[
(2s + \epsilon)((2s + \epsilon)\chi''(s) + \chi'(s))^2 \leq (2s + \epsilon)((2s + \epsilon)^2\chi''(s)^2 + \chi'(s)^2) \\
\leq (2s + 1)^3\chi''(s)^2 + (2s + 1)\chi'(s)^2 \leq \kappa \leq \kappa(\chi(s) + \epsilon),
\]
for every $s \geq 1$, proving (3.8).

Therefore, for all the solutions $v = (u, n)$ of the Rabinowitz-Floer equation associated to either $H_0$ or $H_1$, with $\mathcal{A}_{H_0}(v(\mathbb{R}))$ or, respectively, $\mathcal{A}_{H_1}(v(\mathbb{R}))$ contained in $[A_-, A_+]$, the image of $u$ is contained in $K$. Since $H_0$ and $H_1$ coincide on an open neighborhood of $K$, we conclude that the boundary homomorphisms of the Rabinowitz-Floer complexes for $H_1$ and for $H_0$ restricted to $[A_-, A_+]$ coincide:
\[
\mathcal{A}^{[A_-..A_+]}(W, \lambda, a, H_1, J, g_h) = \mathcal{A}^{[A_-..A_+]}(W, \lambda, a, H_0, J, g_h).
\]
In particular, the corresponding homologies coincide. Together with the fact, proved in [CF09], that the truncated Rabinowitz-Floer homology is independent on the choice of the Hamiltonian within the class of eventually constant ones, this concludes the proof.

4 The Morse chain and differential complexes for the geodesic energy functional

In the following six sections we restrict our attention to the case where the Liouville domain $(W, \lambda)$ is the cotangent disk bundle $(D^*M, \lambda)$ associated to a closed Riemannian manifold $(M, g)$ of dimension $n \geq 2$ (see Example 1 in Section 1). The aim of this section is to recall the definition of the Morse chain complex and the Morse differential complex of the energy functional associated to closed geodesics on $(M, g)$.

The geodesic energy functional. The geodesic energy functional is the non-negative functional
\[
E(\gamma) = \int_T g(\gamma'(t), \gamma'(t)) \, dt
\]
defined on the loop space $\Lambda M$ of $M$. This functional is smooth and satisfies the Palais-Smale condition on the Hilbert manifold $W^{1,2}(\mathbb{T}, M)$ of absolutely continuous loops $\gamma : \mathbb{T} \to M$ whose derivative is square-integrable, endowed with its natural Riemannian structure by $g$, that is
\[
\langle \xi_1, \xi_2 \rangle := \int_{\mathbb{T}} (g(\nabla_t \xi_1, \nabla_t \xi_2) + g(\xi_1, \xi_2)) \, dt, \quad \forall \xi_1, \xi_2 \in T_q W^{1,2}(\mathbb{T}, M), \forall q \in W^{1,2}(\mathbb{T}, M), \quad (4.1)
\]
where $\nabla_t$ denotes the Levi-Civita covariant derivative along the curve $q$ (see [Kli82]).

The critical points of $E$ on $W^{1,2}(\mathbb{T}, M)$ are the (possibly constant) closed geodesics of $(M, g)$, parametrized on $\mathbb{T}$ with constant speed. The assumption that the closed Reeb orbits of $(S^*M, \alpha)$ are of Morse-Bott type is equivalent to the fact that $E$ is a Morse-Bott functional, meaning that $\text{crit} \, E$ is a closed submanifold, and for each $\gamma \in \text{crit} \, E$ the second differential $d^2E(\gamma)$ of $E$ at $\gamma$ is Fredholm and its kernel is the tangent space of $\text{crit} \, E$ at $\gamma$. We recall that a continuous bilinear form on a Hilbert space is said to be Fredholm if the bounded operator which represents it with respect to the Hilbert product is Fredholm, and that this notion does not depend on the choice of an equivalent Hilbert product. The Morse index of a closed geodesic $\gamma$ is the non-negative integer $\text{ind}(\gamma; E)$, that is the dimension of a maximal linear subspace of $T_\gamma W^{1,2}(\mathbb{T}, M)$ on which $d^2E(\gamma)$ is negative-definite.

The symbol $g_A$ denotes an arbitrary smooth Riemannian metric on $W^{1,2}(\mathbb{T}, M)$ which is globally equivalent to the standard one (4.1), and once such a metric has been fixed, $\nabla E$ denotes
the corresponding gradient vector field of \( E \). By the Morse-Bott assumption, the manifold \( \text{crit} \ E \) is normally hyperbolic with respect to the negative gradient flow of \( E \). In particular, if \( \gamma \) is a non-constant closed geodesic then

\[
\dim W^u(\gamma; -\nabla E) = \text{ind} (\gamma; E), \quad \text{codim} W^s(\gamma; -\nabla E) = \text{ind} (\gamma; E) + \dim \ker d^2 E (\gamma).
\]

In the case of a constant geodesic, that is a point \( q \) in \( M \), we have

\[
\dim W^u(q; -\nabla E) = 0, \quad \text{codim} W^s(q; -\nabla E) = \dim M.
\]

Moreover, every unstable manifold has compact closure, so a regularization argument shows that, up to modifying the Riemannian metric \( g_\Lambda \), we may assume that:

(A) For every closed geodesic \( \gamma \in \text{crit} \ E \), \( W^u(\gamma; -\nabla E) \) is a submanifold of \( C^\infty (\mathbb{T}, M) \). Moreover, for every \( E > 0 \) there exists a constant \( C = C(E) \) such that if \( \gamma \in \text{crit} \ E \) has energy \( E(\gamma) \leq E \) then

\[
\sup_{t \in \mathbb{T}} g(q'(t), q(t)) \leq C^2, \quad \forall q \in W^u(\gamma; -\nabla E).
\]

**The Morse chain complex of \( E \).** The cascades approach from [Fra04] and the results about the Morse complex on infinite dimensional manifolds from [AM06] can be combined and provide us with the following description of the Morse complex of the geodesic energy functional.

By the Palais-Smale condition, by the fact that \( E \) is bounded from below, and by the Morse-Bott assumption, for every \( q \in W^{1,2} (\mathbb{T}, M) \) the limit

\[
\phi_{s}^{-\nabla E}(q) := \lim_{s \to -\infty} \phi_{s}^{-\nabla E}(q)
\]

exists and it is an element of \( \text{crit} \ E \). On the other hand,

\[
\phi_{-\infty}^{-\nabla E}(q) := \lim_{s \to +\infty} \phi_{s}^{-\nabla E}(q)
\]

is either the empty set, or it is an element of \( \text{crit} \ E \) (here \( ]\sigma_-(q), +\infty[ \) denotes the maximal interval of existence of the orbit of \( q \) by the local flow of \( -\nabla E \), which is easily seen to be positively complete). The latter fact holds if and only if the function \( s \mapsto E(\phi_{s}^{-\nabla E}(q)) \) is bounded from above, and this holds if and only if \( q \) belongs to the unstable manifold of some closed geodesic \( \gamma \); in this case, \( \sigma_-(q) = -\infty \) and \( \phi_{-\infty}^{-\nabla E}(q) = \gamma \).

Let \( e \) be a smooth Morse function on \( \text{crit} \ E \), and let \( g_E \) be a Riemannian metric on \( \text{crit} \ E \) such that the negative gradient flow of \( e \) is Morse-Smale.

If \( \gamma^-, \gamma^+ \in \text{crit} \ e \), then

\[
\mathcal{W}_0(\gamma^-, \gamma^+) := W^u(\gamma^-; -\nabla e) \cap W^s(\gamma^+; -\nabla e),
\]

and if \( m \geq 1 \) is an integer, \( W_m(\gamma^-, \gamma^+) \) is the set of \( m \)-tuples \((q_1, \ldots, q_m)\) of loops in \( W^{1,2} (\mathbb{T}, M) \) \\setminus \text{crit} \ E \) such that

\[
\phi_{-\infty}^{-\nabla E}(q_1) \in W^u(\gamma^-; -\nabla e), \quad \phi_{+\infty}^{-\nabla E}(q_m) \in W^s(\gamma^+; -\nabla e),
\]

and for every \( j = 1, \ldots, m - 1 \)

\[
\phi_{-\infty}^{-\nabla E}(q_{j+1}) \in \phi_{\mathbb{R}^+}^{-\nabla e} (\phi_{+\infty}^{-\nabla E}(q_j)).
\]

When \( \gamma^- \neq \gamma^+ \), the quotient of \( \mathcal{W}_0(\gamma^-, \gamma^+) \) by the free action of \( \mathbb{R} \) given by the flow of \( -\nabla e \) is denoted by \( \mathcal{W}_0(\gamma^-, \gamma^+) \), while if \( \gamma^- = \gamma^+ \), \( \mathcal{W}_0(\gamma^-, \gamma^+) \) is defined to be the empty set. Similarly, when \( m \geq 1 \) the quotient of \( \mathcal{W}_m(\gamma^-, \gamma^+) \) by the free \( \mathbb{R}^m \)-action given by the flow of \( -\nabla E \) is denoted by \( \mathcal{W}_m(\gamma^-, \gamma^+) \). Finally,

\[
\mathcal{W}(\gamma^-, \gamma^+) := \bigcup_{m \geq 0} \mathcal{W}_m(\gamma^-, \gamma^+), \quad \mathcal{W}(\gamma^- \cup \gamma^+) := \bigcup_{m \geq 0} \mathcal{W}_m(\gamma^-, \gamma^+).
\]
For a generic choice of $g_A$ and $g_E$, $\mathcal{W}(\gamma^-, \gamma^+)$ is a smooth manifold of dimension
\[
\dim \mathcal{W}(\gamma^-, \gamma^+) = \text{Ind} (\gamma^-; E, e) - \text{Ind} (\gamma^+; E, e) - 1,
\]
where we define
\[
\text{Ind} (\gamma; E, e) := \text{ind} (\gamma; E) + \text{ind} (\gamma; e). \tag{4.2}
\]
When $\text{Ind} (\gamma^+; E, e) = \text{Ind} (\gamma^-; E, e) - 1$, the discrete set $\mathcal{W}(\gamma^-, \gamma^+)$ is compact, hence finite, and we define
\[
n_M(\gamma^-, \gamma^+) = n_M(\gamma^-, \gamma^+; -\nabla E, -\nabla e) \in \mathbb{Z}_2
\]
to be its parity. We define $M_k = M_k(E, e)$ to be the $\mathbb{Z}_2$-vector space generated by critical points $\gamma$ of $e$ with $\text{Ind} (\gamma; E, e) = k$, and
\[
\partial = \partial(E, e, g_A, g_E) : M_k(E, e) \to M_{k-1}(E, e), \quad \partial \gamma^- = \sum_{\gamma^+ \in \text{crit } e \atop \text{Ind} (\gamma^-; E, e) = k-1} n_M(\gamma^-, \gamma^+) \gamma^+,
\]
for every $\gamma^- \in \text{crit } e$ with $\text{Ind} (\gamma^-; E, e) = k$. Then $\partial \circ \partial = 0$, so $\{M^*(E, e), \partial\}$ is a chain complex of $\mathbb{Z}_2$-vector spaces, called the Morse chain complex of the geodesic energy functional $E$. Its homology is isomorphic to the singular homology of the ambient manifold $W^{1,2}(\mathbb{T}, M)$. Since the latter Hilbert manifold is homotopically equivalent to the loop space $\Lambda M$, we have
\[
H_k M(E, e) \cong H_k (\Lambda M), \quad \forall k \in \mathbb{Z},
\]
and the space on the left-hand side is called the Morse homology of the geodesic energy functional $E$.

**The Morse differential complex of $E$.** Let $f$ be a smooth Morse function on $\text{crit } E$, and let $g_E$ be a Riemannian metric on $E$ such that the negative gradient flow of $f$ is Morse-Smale. Starting from Section 7, it will be convenient to choose $f = -e$, where $e$ is the auxiliary Morse function used to define the Morse complex of $E$. If $k$ is an integer, we define $M^k(E, f)$ to be the $\mathbb{Z}_2$-vector space consisting of formal sums
\[
\sum_{\gamma \in \Gamma} \gamma,
\]
where $\Gamma$ is a subset of $\text{crit } f$ consisting of closed geodesics $\gamma$ such that
\[
\text{Ind} (\gamma; E, f) = k.
\]
In other words, $M^k(E, f)$ is the direct product of one copy of $\mathbb{Z}_2$ for each $\gamma \in \text{crit } f$ with $\text{Ind} (\gamma; E, f) = k$, whereas $M_k(E, e)$ is a direct sum. We define the homomorphism
\[
\delta = \delta(E, f, g_A, g_E) : M^k(E, f) \to M^{k+1}(E, f), \quad \delta \gamma^+ = \sum_{\gamma^- \in \text{crit } f \atop \text{Ind} (\gamma^+; E, f) = k+1} n_M(\gamma^-, \gamma^+; -\nabla E, -\nabla f) \gamma^-,
\]
for every $\gamma^+ \in \text{crit } f$ with $\text{Ind} (\gamma^+; E, f) = k$. Then $\delta \circ \delta = 0$, so $\{M^*(E, f), \delta\}$ is a graded differential $\mathbb{Z}_2$-vector space, called the Morse differential complex of the geodesic energy functional $E$. Its cohomology is isomorphic to the singular cohomology of the ambient manifold $W^{1,2}(\mathbb{T}, M)$, so
\[
H^k M(E, f) \cong H^k (\Lambda M), \quad \forall k \in \mathbb{Z},
\]
and the space on the left-hand side is called the Morse cohomology of the geodesic energy functional $E$. 
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Unstable manifolds with cascades. In the following sections we shall define homomorphisms between the Morse chain and differential complexes of $E$ and the Rabinowitz-Floer complex by considering spaces of half-flow lines with cascades both on the Morse and on the Rabinowitz-Floer side, with suitable coupling conditions. In order to simplify the notation, it is useful to introduce the following notion of unstable manifold with cascades on the Morse side.

Let $\gamma$ be a critical point of $e$. If $m \geq 1$ is an integer, we define $\mathcal{W}_m^u(\gamma)$ to be the set of $m$-tuples $(q_1, \ldots, q_m)$ of loops in $W^{1,2}(\mathbb{T}, M)$ such that

$$q_1 \in W^u(W^u(\gamma; -\nabla e); -\nabla E),$$

and

$$\phi_{-\infty}^{-\nabla E}(q_1) \in \phi_{-\infty}^{-\nabla E}(\phi_{-\infty}^{-\nabla E}(q_j)), \quad \forall j = 1, \ldots, m - 1.$$  

We define $\mathcal{W}_m^u(\gamma)$ to be the quotient of $\mathcal{W}_m^u(\gamma)$ with respect to the $\mathbb{R}^{m-1}$-action obtained by letting the negative gradient flow of $E$ act independently on the first $m - 1$ loops $q_1, \ldots, q_{m-1}$. The unstable manifold of $\gamma$ with cascades is the set

$$\mathcal{W}_m^u(\gamma) = W^u(\gamma; -\nabla E, -\nabla e) = \bigcup_{m \geq 1} \mathcal{W}_m^u(\gamma).$$

For generic $g_\Lambda$ and $g_E$, $\mathcal{W}_m^u(\gamma)$ has the structure of a smooth manifold of dimension $\text{Ind}(\gamma)$, and there is a well-defined smooth evaluation map

$$\text{ev} : \mathcal{W}_m^u(\gamma) \to W^{1,2}(\mathbb{T}, M), \quad \text{ev}(\bar{q}) := q_m, \quad \text{if } \bar{q} = [(q_1, \ldots, q_m)],$$

whose image is pre-compact. Notice that $\text{ev}$ is injective on $\mathcal{W}_1^u(\gamma)$ (it is actually an embedding there), but it needs not be injective on the other components, because distinct orbits of the negative gradient flow of $E$ may have the same limit at $+\infty$.

5 Comparison between the functionals $\Lambda$ and $E$

Relationship between the functionals’ level. Let us fix once for all the following quadratic Hamiltonian on $T^*M = \overline{D^*M}$:

$$H(q, p) = \frac{1}{2} (g^*(p, p) - 1),$$

which is compatible with $(S^*M, \alpha)$ and eventually quadratic (see Section 3). Indeed, with such a choice,

$$\lambda(X_H(q, p)) = g^*(p, p), \quad \forall (q, p) \in T^*M. \quad (5.1)$$

The Rabinowitz functional $\Lambda$ is associated to this Hamiltonian.

We denote by $\pi : T^*M \to M$ the projection, and by the same symbol its restriction to $S^*M$. We denote by $G : TM \to T^*M$ the isomorphism induced by the metric $g$ by the formula

$$g(G^{-1}q, v) = \langle p, v \rangle = g^*(p, Gv), \quad \forall p \in T^*_qM, \ v \in T_qM, \ q \in M,$$

where $\langle \cdot, \cdot \rangle$ denotes the duality pairing.

Lemma 5.1 Let $x = (q, p) \in \Lambda T^*M$ and set $E := E(q)$. Then

$$\Lambda(x, \sqrt{E}) \leq \sqrt{E}, \quad \Lambda(x, -\sqrt{E}) \geq -\sqrt{E}.$$  

The first inequality is an equality if and only if $\sqrt{E}p = Gq'$, and the second one is an equality if and only if $\sqrt{E}p = -Gq'$. In particular, the first inequality is an equality when $(x, \sqrt{E})$ is a critical point of $\Lambda$, and the second one is an equality when $(x, -\sqrt{E})$ is a critical point of $\Lambda$.  
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Proof. Since $G$ is an isometry from $(TM, g)$ to $(T^*M, g^*)$, we have

$$E = E(q) = \int_T g(q', q') \, dt = \int_T g^*(Gq', Gq') \, dt.$$  

Then

$$A(x, \sqrt{E}) = \int_T (p, q') \, dt - \sqrt{E} \int_T \frac{1}{2} (g^*(p, p) - 1) \, dt = -\int_T \left( \frac{\sqrt{E}}{2} g^*(p, p) - g^*(p, Gq') \right) \, dt + \frac{\sqrt{E}}{2}.$$  

By completing the square in the first integral,

$$A(x, \sqrt{E}) = -\frac{\sqrt{E}}{2} \int_T g^* \left( p - \frac{1}{\sqrt{E}} Gq', p - \frac{1}{\sqrt{E}} Gq' \right) \, dt + \frac{1}{2} \frac{\sqrt{E}}{\sqrt{E}} \int_T g^*(Gq', Gq') \, dt + \frac{\sqrt{E}}{2}$$

$$= -\frac{\sqrt{E}}{2} \int_T g^* \left( p - \frac{1}{\sqrt{E}} Gq', p - \frac{1}{\sqrt{E}} Gq' \right) \, dt + \sqrt{E} \leq \sqrt{E},$$

and the equality holds if and only if

$$p = \frac{1}{\sqrt{E}} Gq'.$$

This proves the statements about $A((q, p), \sqrt{E})$. The statements about $A((q, p), -\sqrt{E})$ are deduced from the latter ones by noticing that $A((q, p), -\sqrt{E}) = -A((q, -p), \sqrt{E}).$ \qed

The critical sets of $E$ and $A$. Each critical point $\gamma$ of $E$ with $E(\gamma) > 0$, that is each non-constant closed geodesic, determines two critical points of $A$, one of which has positive Rabinowitsch action, the other negative action. By Lemma 5.1, these are the critical points

$$Z^+(\gamma) := (x^+, \sqrt{E(\gamma)}), \quad Z^- (\gamma) := (x^-, -\sqrt{E(\gamma)}), \quad (5.2)$$

where $x^+, x^- : T \to S^*M$ are the reparametrized Reeb orbits

$$x^+(t) := (\gamma(t), g(\gamma'(t), \gamma'(t))^{-1/2} G\gamma'(t)), \quad x^-(t) := x^+(-t).$$

The maps $Z^+$ and $Z^-$ determine the diffeomorphism:

$$\{ \gamma \in \text{crit } E \mid E(\gamma) > 0 \} \times \{-1, +1\} \to \{ (x, \eta) \in \text{crit } A \mid \eta \neq 0 \}, \quad (\gamma, \pm 1) \mapsto Z^\pm (\gamma). \quad (5.3)$$

It is useful to choose the auxiliary Morse functions $a \in C^\infty(\text{crit } A)$ and $e \in C^\infty(\text{crit } E)$ in such a way that:

(A0) $e(\gamma) = a(Z^+(\gamma)) = a(Z^-(\gamma))$ for every $\gamma \in \text{crit } E$ such that $E(\gamma) > 0$.

The critical points corresponding to constant loops form instead two different sets:

$$\{ \gamma \in \text{crit } E \mid E(\gamma) = 0 \} = M, \quad \{ (x, \eta) \in \text{crit } A \mid \eta = 0 \} = S^*M \times \{0\}.$$  

It is convenient to assume that the Morse function $a$ on $S^*M \times \{0\}$ is related to the Morse function $e$ on $M$ by the following conditions:

(A1) $e|_M$ has a unique minimum point $q_{\min}$, a unique maximum point $q_{\max}$, and it is self-indexing, that is $e(q) = \text{ind}(q; e)$ for every $q \in \text{crit } e|_M$.

(A2) $e(\pi(x)) \leq a(x, 0) \leq e(\pi(x)) + 1/2$ for every $x \in S^*M$.

(A3) Every critical point of $a|_{S^*M \times \{0\}}$ lies above a critical point of $e$, and for every critical point $q$ of $e$ the fiber $\pi^{-1}(q) \times \{0\}$ contains exactly two critical points of $a$, that we denote by $z^- = (x_q^-, 0)$ and $z^+ = (x_q^+, 0)$, such that $a(z^-) = e(q)$ and $a(z^+) = e(q) + 1/2$.  
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(A4) For every \( q \) in \( \text{crit} e \), we have \( \text{ind} (z^+ q ; a) = \text{ind} (q ; e) \) and \( \text{ind} (z^− q ; a) = \text{ind} (q ; e) + n − 1 \).

It is easy to construct pairs of Morse functions \( e, a \) which satisfy the above conditions. These conditions imply that the Morse complex of \( e|_M \) and of \( a|_{S^* M \times \{0\}} \) are related in a very simple and explicit way, as it is explained in the Appendix B. If

\[
\xi = \sum_{q \in \text{crit} e|_M} \xi_q q
\]

is a chain in \( M_*(e|_M) \), we denote by \( z^−_\xi \) and \( z^+ \) the corresponding chains in \( RF_* \), that is

\[
\begin{align*}
\xi_q z^-_q, & \quad z^+ := \sum_{q \in \text{crit} e|_M} \xi_q z_q^+.
\end{align*}
\]

Then Proposition B.1 from Appendix B implies the following:

**Proposition 5.2** If the conditions \((A1-A2-A3-A4)\) hold, then the boundary operator in the Rabinowitz-Floer complex \( RF(D^* M, \lambda, a) \) satisfies

\[
\partial z^+ = \xi_q z^+ q, \quad \partial z^- = \xi_q z^− q, \quad \partial z^−_{\text{q max}} \in \chi(T^* M) z^+ + RF[−∞, 0],
\]

where \( \chi(T^* M) \) is the (modulo 2) Euler number of the vector bundle \( T^* M \to M \).

It is useful to extend the maps \( Z^+ \) and \( Z^- \) defined in \((5.2)\) to the critical points of \( e \) on \( M = \mathbb{E}^{-1}(0) \) by setting

\[
Z^+(q) := z^+_q, \quad Z^−(q) := z^−_q, \quad \forall q \in (\text{crit} e) \cap \mathbb{E}^{-1}(0).
\]

With such a definition, \( \text{crit} a \) is the disjoint union of \( Z^+(\text{crit} e) \) and \( Z^−(\text{crit} e) \). Let us denote by \( RF^- \) the following subspace of \( RF \):

\[
RF^- := \left\{ \sum_{z \in \mathcal{Z}} z \mid \mathcal{Z} \subset Z^−(\text{crit} e) \right\} = RF[−∞, 0] \oplus \text{Span} \left\{ z^-_q \mid q \in \text{crit} e|_{\mathbb{E}^{-1}(0)} \right\}.
\]

By Proposition 5.2, \( RF^- \) is a subcomplex of \( RF \) if and only if \( \chi(T^* M) = 0 \).

**Relationship between the indices.** Let us discuss the relationship between the transverse Conley-Zehnder index and the Morse index. Let \( \gamma \) be a critical point of \( \mathbb{E} \) with \( \mathbb{E}(\gamma) > 0 \), and consider the critical points \( Z^+(\gamma) = (x^+, \sqrt{\mathbb{E}(\gamma)}) \) and \( Z^−(\gamma) = (x^-, −\sqrt{\mathbb{E}(\gamma)}) \) of \( A \) as above. Then

\[
\text{dim ker } d^2 \mathbb{E}(\gamma) = \nu^+(x^+) + 1, \quad \text{ind} (\gamma; \mathbb{E}) = \mu^C_Z(x^+) - \frac{1}{2} \nu^+(x^+),
\]

as it can be deduced for instance from Corollary 4.2 in [APS08] (the full Conley-Zehnder index \( \mu^C_Z(x^+) \) and nullity \( \nu(x^+) \) are considered there, but the above identities easily follow, because for autonomous systems \( \nu(x^+) = \nu^+(x^+) + 1 \), and for Hamiltonians which are strictly convex in \( p \), \( \mu^C_Z(x^+) = \mu^C_Z(x^+ + 1/2) \). In particular, all critical points \((x, \eta)\) of \( A \) with positive action \( A(x, \eta) \) have non-negative transverse Conley-Zehnder index.

Since \( x^+(t) = x^+(−t) \), the properties of the Conley-Zehnder index imply that

\[
\nu^+(x^-) = \nu^+(x^+), \quad \mu^C_Z(x^-) = −\mu^C_Z(x^+).
\]

It follows that

\[
\text{dim ker } d^2 \mathbb{E}(\gamma) = \nu^+(x^-) + 1, \quad \text{ind} (\gamma; \mathbb{E}) = −\mu^C_Z(x^-) - \frac{1}{2} \nu^+(x^-).
\]
We conclude that
\[
\dim \ker d^2 \mathbb{E}(\gamma) = \nu^\tau(x^\pm) + 1, \quad \text{ind}(\gamma; \mathbb{E}) = \pm \mu_{CZ}^\tau(x^\pm) - \frac{1}{2} \nu^\tau(x^\pm). \tag{5.6}
\]

In particular, all critical points \((x, \eta)\) of \(\mathbb{A}\) negative action \(\mathbb{A}(x, \eta)\) have non-positive transverse Conley-Zehnder index.

By the assumption \((A0)\), the diffeomorphism \((5.3)\) induces the following bijection:
\[
\{\gamma \in \text{crit } e \mid \mathbb{E}(\gamma) > 0\} \times \{-1, +1\} \to \{(x, \eta) \in \text{crit } a \mid \eta \neq 0\}, \quad (\gamma, \pm 1) \mapsto Z^\pm(\gamma),
\]
and
\[
\text{ind}(\gamma; e) = \text{ind}(Z^+(\gamma); a) = \text{ind}(Z^-(\gamma); a), \quad \forall \gamma \in (\text{crit } e) \cap \{\mathbb{E} > 0\}.
\]

Finally, by the definitions \((3.2)\) and \((4.2)\) of the indices \(\mu\) and \(\text{Ind}\), the above identity and \((5.6)\) imply that for every critical point \(\gamma\) of \(e\) with \(\mathbb{E}(\gamma) > 0\) there holds
\[
\mu(Z^+(\gamma)) = \mu_{CZ}(x^+) - \frac{1}{2} \nu^\tau(x^+) + \text{ind}(Z^+(\gamma); a) = \text{ind}(\gamma; \mathbb{E}) + \text{ind}(\gamma; e) = \text{Ind}(\gamma; \mathbb{E}, e);
\]
\[
\mu(Z^-(\gamma)) = \mu_{CZ}(x^-) - \frac{1}{2} \nu^\tau(x^-) + \text{ind}(Z^-(\gamma); a) = -\text{ind}(\gamma; \mathbb{E}) - \nu^\tau(x^-) + \text{ind}(\gamma; e).
\]

where \(K_\gamma\) denotes the connected component of \(\text{crit } \mathbb{E}\) which contains \(\gamma\). Hence, we have shown that
\[
\mu(Z^+(\gamma)) = \text{Ind}(\gamma; \mathbb{E}, e), \quad \mu(Z^-(\gamma)) = 1 - \text{Ind}(\gamma; \mathbb{E}, -e). \tag{5.7}
\]

On the other hand, by the assumptions \((A3-A4)\) above and by the definitions \((3.4)\) and \((4.2)\), the indices of the critical points of zero action are related as follows: for every critical point \(q\) of \(e\) on \(\mathbb{E}^{-1}(0)\), if \(Z^+(q)\) and \(Z^-(q)\) are the critical points of \(a\) on \((\text{crit } \mathbb{A}) \cap \{\mathbb{A} = 0\}\) defined in \((5.4)\), there holds
\[
\mu(Z^+(q)) = \text{ind}(Z^+(q); a) - n + 1 = \text{ind}(q; e),
\]
\[
\mu(Z^-(q)) = \text{ind}(Z^-(q); a) - n + 1 = \text{ind}(q; e) - n + 1 = 1 - \text{ind}(q; -e),
\]
and hence
\[
\mu(Z^+(q)) = \text{Ind}(q; \mathbb{E}, e) = n - \text{ind}(q; \mathbb{E}, -e),
\]
\[
\mu(Z^-(q)) = \text{Ind}(q; \mathbb{E}, e) - n + 1 = 1 - \text{Ind}(q; \mathbb{E}, -e). \tag{5.8}
\]

By \((5.7)\) and \((5.8)\), the set \(\{z \in \text{crit } a \mid \mu(z) = k\}\) coincides with
\[
\begin{align*}
Z^+ & \left(\{\gamma \in \text{crit } e \mid \text{Ind}(\gamma; \mathbb{E}, e) = k\}\right) & \text{for } k \geq 2, \\
Z^+ & \left(\{\gamma \in \text{crit } e \mid \text{Ind}(\gamma; \mathbb{E}, e) = 1\}\right) \cup Z^- \left(\{\gamma \in \text{crit } e \mid \text{Ind}(\gamma; \mathbb{E}, -e) = 0\}\right) & \text{for } k = 1, \\
Z^+ & \left(\{\gamma \in \text{crit } e \mid \text{Ind}(\gamma; \mathbb{E}, e) = 0\}\right) \cup Z^- \left(\{\gamma \in \text{crit } e \mid \text{Ind}(\gamma; \mathbb{E}, -e) = 1\}\right) & \text{for } k = 0, \\
Z^- & \left(\{\gamma \in \text{crit } e \mid \text{Ind}(\gamma; \mathbb{E}, -e) = 1 - k\}\right) & \text{for } k \leq -1.
\end{align*}
\tag{5.9}
\]

However, there is no reason why \(Z^+\) and \(Z^-\) should induce chain maps between the Morse and the Rabinowiz-Floer complexes.

**Free homotopy classes of loops and splitting of the complexes.** If \(c \in [T, M] \cong [T, T^* M]\) is a free homotopy class of loops in \(M\), we denote by \(\Lambda^c M\) and \(\Lambda^c T^* M\) the connected component of \(\Lambda M\) and \(\Lambda T^* M\) consisting of loops in the free homotopy class \(c\). The Morse chain and differential complexes of \(\mathbb{E}\) split accordingly, as
\[
M_k(\mathbb{E}, e) = \bigoplus_{c \in [T, M]} M^c_k(\mathbb{E}, e), \quad M^k(\mathbb{E}, e) = \prod_{c \in [T, M]} M^c_k(\mathbb{E}, e),
\]
where \(M^c_k\) and \(M^c_k\) are formal sums of critical points \(\gamma\) of \(e\) with \([\gamma] = c\), and
\[
HM^c_k(\mathbb{E}, e) \cong H_k(\Lambda^c M), \quad HM^c_k(\mathbb{E}, e) \cong H^k(\Lambda^c M).
\]
Similarly, the Rabinowitz-Floer boundary operator restricts to a homomorphism
\[ \partial : RF^c_k(D^* M, \lambda, a) \to RF^c_{k-1}(D^* M, \lambda, a), \]
where the space \( RF^c \) consists of formal sums of critical points \( (x, \eta) \) of \( a \) such that \( [x] = c \in [T, M] \).

The above restrictions uniquely determine the whole Rabinowitz-Floer complex, and the inclusions
\[ \bigoplus_{c \in [T, M]} RF^c_k(D^* M, \lambda, a) \subset RF_k(D^* M, \lambda, a) \subset \prod_{c \in [T, M]} RF^c_k(D^* M, \lambda, a) \]
are in general strict. Notice that the critical points \( (x, 0) \) contribute to \( RF^0 \), where 0 denotes the class of contractible loops, and that if \( \eta \neq 0 \) the Reeb orbit \( y(t) := x(t/\eta) \) associated to a critical point \( (x, \eta) \) which contributes to \( RF^c \) is in the free homotopy class \( (\text{sgn} \eta)c \in [T, T^* M] \).

**Relationship between the second differentials of \( E \) and \( A \) at critical points.** The following differential version of Lemma 5.1 is useful in order to deal with questions of automatic transversality:

**Lemma 5.3** Let \( \gamma \) be a critical point of \( E \) with \( E(\gamma) > 0 \) and let \( Z^+(\gamma) = (x^+, \sqrt{E(\gamma)}) \) and \( Z^-(\gamma) = (x^-, -\sqrt{E(\gamma)}) \) be the corresponding critical points of \( A \). Then for every \( \xi^+ \in T_{x^+} \Lambda T^* M \) and \( \xi^- \in T_{x^-} \Lambda T^* M \) there holds
\[ 2\sqrt{E(\gamma)} d_{z,x}^2 A(Z^+(\gamma))[\xi^+, \xi^+] \leq d^2 E(\gamma)[d\pi(x^+)[\xi^+], d\pi(x^+)[\xi^+]], \quad (5.10) \]
\[ 2\sqrt{E(\gamma)} d_{z,x}^2 A(Z^-(\gamma))[\xi^-, \xi^-] \geq -d^2 E(\gamma)[d\pi(x^-)[\xi^-], d\pi(x^-)[\xi^-]], \quad (5.11) \]
where \( d_{z,x}^2 A \) denotes the second differential of \( A = A(x, \eta) \) with respect to the first variable.

**Proof.** Consider the functions \( A, \mathcal{E} : \Lambda T^* M \to \mathbb{R} \) defined as
\[ A(x) := A(x, \sqrt{E(\pi \circ x)}), \quad \mathcal{E}(x) := \sqrt{E(\pi \circ x)}. \]
By Lemma 5.1, \( A(x) \leq \mathcal{E}(x) \) for every \( x \in \Lambda T^* M \), and \( A = \mathcal{E} \) at the common critical point \( x^+ \).

Therefore,
\[ d^2 A(x^+)[\xi^+, \xi^+] \leq d^2 \mathcal{E}(x^+)[\xi^+, \xi^+], \quad \forall \xi^+ \in T_{x^+} \Lambda T^* M, \]
which implies (5.10) by computing the second differentials of \( A \) and \( \mathcal{E} \) at \( x^+ \). The proof of (5.11) is based on the second inequality of Lemma 5.1 and is analogous. \( \square \)

### 6 The chain map \( \Phi \)

**Half flow lines with cascades.** It is useful to introduce the following notion of half flow lines with cascades for the Rabinowitz functional \( A \). They are the analogue of the stable and unstable manifolds with cascades for the energy functional \( E \), but in a case in which there is no well-defined flow.

Let \( z \) be a critical point of \( a \). If \( m \geq 1 \) is an integer, we define \( \mathcal{M}^+_{m, z} \) to be the set of \( m \)-tuples \( (v_1, \ldots, v_m) \) of maps
\[ v_1, \ldots, v_{m-1} : \mathbb{R} \times T \to \Lambda T^* M \times \mathbb{R}, \quad v_m : \mathbb{R} \times T \to \Lambda T^* M \times \mathbb{R}, \]
which are solutions of the Rabinowitz-Floer equation (1.3), and satisfy
\[ v_1(-\infty) \in W^u(z; -\nabla a), \quad v_{j+1}(-\infty) \in \phi_{z^+}^{-1}(v_j(+\infty)), \quad \forall j = 1, \ldots, m-1. \]
There is a well-defined evaluation map
\( A \) for components \( v \) of equation (1.4) on the half cylinder with the fact that \( W \) of \( M \) is the set
\[ M^u(z) := \bigcup_{m \geq 1} M^u_m(z). \]

There is a well-defined evaluation map
\[ ev : M^u(z) \to \Lambda T^* M \times \mathbb{R}, \quad ev(v) := v_m(0), \text{ if } v = [(v_1, \ldots, v_m)]. \]

Similarly, \( \tilde{M}^s_m(z) \) is set of \( m \)-tuples \( (v_1, \ldots, v_m) \) of maps
\[ v_1 : \mathbb{R}^+ \times T \to \Lambda T^* M \times \mathbb{R}, \quad v_2, \ldots, v_m : \mathbb{R} \times T \to \Lambda T^* M \times \mathbb{R}, \]
which are solutions of the Rabinowitz-Floer equation (1.3), and satisfy
\[ v_{j+1}(-\infty) \in \phi^{-\nabla a}(v_j(+\infty)), \quad \forall j = 1, \ldots, m-1, \quad v_m(+\infty) \in W^s(z; -\nabla a). \]

Th quotient of \( \tilde{M}^s_m(z) \) by the action of \( \mathbb{R}^{m-1} \) given independent \( s \)-translations on the last \( m-1 \) components \( v_2, \ldots, v_m \) is denoted by \( M^s_m(z) \). The space of positive half flow lines with cascades for \( \Lambda \) is the set
\[ M^s(z) := \bigcup_{m \geq 1} M^s_m(z). \]

There is a well-defined evaluation map
\[ ev : M^s(z) \to \Lambda T^* M \times \mathbb{R}, \quad ev(v) := v_1(0), \text{ if } v = [(v_1, \ldots, v_m)]. \]

It is also useful to denote the two components of the map \( ev \) as
\[ ev_1 : M^{s/u}(z) \to \Lambda T^* M, \quad ev_2 : M^{s/u}(z) \to \mathbb{R}. \]

Both \( M^u(z) \) and \( M^s(z) \) are infinite dimensional objects, but as we are going to show, one can get finite dimensional manifolds by imposing Lagrangian boundary conditions for the first component of \( ev(v) \).

**Definition of \( \Phi \).** Let \( \gamma \) be a critical point of \( e \) and let \( z \) be a critical point of \( a \). We define \( M_\Phi(\gamma, z) \) to be the set
\[ M_\Phi(\gamma, z) := \left\{ (q, v) \in W^u(\gamma; -\nabla E, -\nabla e) \times M^s(z) \mid \pi \circ ev_1(q) = ev(q), \ ev_2(q) = \sqrt{E(ev(q))} \right\}. \]

In other words, \( M_\Phi(\gamma, z) \) is the set of pairs \( [(q_1, \ldots, q_m)], [(v_1, \ldots, v_m)] \) in \( W^u(\gamma; -\nabla E, -\nabla e) \times M^s(z) \) coupled by the conditions
\[ q_m(t) = \pi \circ u_1(0, t), \quad \eta_1(0) = \sqrt{E(q_m)}, \quad \text{(6.1)} \]
where \( v_1(s, t) = (u_1(s, t), \eta_1(s)) \) for every \( (s, t) \in \mathbb{R}^+ \times T \). For a fixed loop \( q \in \Lambda M \), the condition
\[ \pi \circ u_1(0, t) = q(t) \]
is a \( t \)-dependent Lagrangian boundary condition for the solution \( u_1 \) of the Cauchy-Riemann type equation (1.4) on the half cylinder \( \mathbb{R}^+ \times T \). As such, it defines a Fredholm problem, and together with the fact that \( W^u(\gamma) \) is a finite dimensional manifold, we deduce that the space \( M_\Phi(\gamma, z) \) is the set of solutions of a Fredholm problem. An index computation shows that the virtual dimension of \( M_\Phi(\gamma, z) \) (that is, the Fredholm index of the associated operator) is
\[ \text{virdim } M_\Phi(\gamma, z) = \text{Ind}(\gamma; E, e) - \mu(z). \quad \text{(6.2)} \]
The above formula can be obtained by combining the results of Appendix C in [CF09] with those of Section 3.1 in [AS06]. The energy bounds for the solutions \((q, z)\) in \(\mathcal{M}_\Phi(\gamma, z)\) come from the following inequalities

\[
A(z) \leq A(v_j(s)) \leq A(v_1(0)) \leq \sqrt{\mathcal{E}(q_m)} \leq \sqrt{\mathcal{E}(q_h)} \leq \sqrt{\mathcal{E}(\gamma)},
\]

where the inequality in the middle is a consequence of Lemma 5.1, thanks to the coupling conditions (6.1). Then uniform \(L^\infty\) estimates for the solutions \(v_2, \ldots, v_m\) of (1.3) follow from Propositions 2.2 and either 2.5 or 2.6. Set as before \(v_1 = (u_1, \eta_1)\). Since \(\eta_1(0)\) is non-negative, Remark 2.3 yields a uniform \(L^\infty\) estimate for \(\eta_1\). The uniform \(L^\infty\) estimate for \(u_1\) follows from Proposition 2.7, provided that we check the assumption (2.26), the other ones being clearly satisfied. By Assumption (A) of Section 4, the loop \(q_m\) has the uniform \(C^1\) bound

\[
\sup_{t \in \mathbb{T}} g(q_m'(t), q_m''(t)) \leq C^2,
\]

where \(C = C(\mathcal{E}(\gamma))\). Since \(u_1(0, t) = (q_m(t), p(t))\) for some curve \(p(t)\), by (5.1) and by the fact that \(\eta_1(0)\) is non-negative we get the estimate

\[
\lambda \left( \frac{\partial u_1}{\partial t}(0, t) - \eta_1(0)X_H(u_1(0, t)) \right) = (p(t), q_m'(t)) - \eta_1(0)g^*(p(t), p(t)) \leq C g^*(p(t), p(t))^{1/2}.
\]

Since on the complement of the zero section \(M \subset T^* M\) the contact form \(\alpha\) and the Liouville form \(\lambda\) are related by the identity

\[
\lambda(q, p) = g^*(p, p)^{1/2} \alpha(q, p),
\]

the above inequality implies that for every \(t \in \mathbb{T}\) such that \(u_1(0, t) \notin M\) there holds

\[
\alpha \left( \frac{\partial u_1}{\partial t}(0, t) - \eta_1(0)X_H(u_1(0, t)) \right) \leq C,
\]

so the assumption (2.26) of Proposition 2.7 is satisfied. We conclude that also \(u_1\) has a uniform \(L^\infty\) bound.

The \(C^1_{\text{loc}}\) bounds for \(v_1, \ldots, v_k\) follow from the standard elliptic bootstrap, and from the fact that both bubbling off of spheres, and of disks at the boundary of the half-cylinder \(\mathbb{R}^+ \times \mathbb{T}\) (in the case of \(u_1\)) cannot occur, because the symplectic form \(\omega\) is exact and because its primitive \(\lambda\) vanishes identically on the fibers of \(T^* M\). Together with the pre-compactness of \(\text{ev}(\mathcal{W}^u(\gamma))\), we conclude that the spaces \(\mathcal{M}_\Phi(\gamma, z)\) are compact up to breaking.

The only obstruction to obtain transversality, by a generic choice of \(g_\lambda, g_\varepsilon, J_1, \) and \(g_\lambda,\) is given by the stationary solutions in \(\mathcal{M}_\Phi(\gamma, z)\), which are of two different kinds. If \(\gamma\) is a critical point of \(e\) with \(\mathcal{E}(\gamma) > 0\) and \(z = Z^+(\gamma)\) is the corresponding critical point of \(a\) with positive Rabinowitz action, then the space \(\mathcal{M}_\Phi(\gamma, z)\) contains the stationary solution \((\gamma, z)\). Actually, the estimates (6.3) imply that in this case \(\mathcal{M}_\Phi(\gamma, z)\) does not contain solutions other than the stationary one. Since in this case the virtual dimension of \(\mathcal{M}_\Phi(\gamma, z)\) is zero, we would like the linearized operator at \((\gamma, z)\) to be an isomorphism. Since the linearized operator is Fredholm of index zero, this is equivalent to checking that the linearized problem has no non-zero solutions. This fact is proved in Lemma 6.2 below.

The other stationary solutions arise when \(\gamma = q\) is a critical point of \(e\) in the zero energy set \(\{\mathcal{E} = 0\} \cong M\), and \(z\) is one of the two corresponding critical points \(z^+_q = Z^+(q)\) or \(z^-_q = Z^-(q)\) of \(a\) on the critical set \(\{\text{crit } A\} \cap \{A = 0\} \cong S^* M\). By formulas (5.8) and (6.2),

\[
\text{virdim } \mathcal{M}_\Phi(q, z^+_q) = \text{Ind}(q; E, e) - \mu(z^+_q) = 0
\]

\[
\text{virdim } \mathcal{M}_\Phi(q, z^-_q) = \text{Ind}(q; E, e) - \mu(z^-_q) = n - 1.
\]

We shall prove that in both cases the linearized operator is onto. In the first case, this fact amounts to showing that the linearized problem has no non-zero solutions, while in the second case that
the space of solutions of the linearized problem has dimension $n - 1$. Both facts are proved in Lemma 6.3 below (the second fact requires the inner product $g_k$ at $z^-_q$ to be generic).

Postponing until the end of the section the proof of these automatic transversality results, we can define the chain map $\Phi$. We choose generic data $g_\lambda$, $g_\varepsilon$, $J_\varepsilon$, and $g_\lambda$, so that for every $\gamma \in \text{crit} \ e$ and every $z \in \text{crit} \ a$, $\mathcal{M}_\Phi(\gamma, z)$ is a manifold of dimension $\text{Ind}(\gamma; \mathbb{E}, e) - \mu(z)$. By compactness and transversality we deduce that, when $\mu(z) = \text{Ind}(\gamma; \mathbb{E}, e)$, $\mathcal{M}_\Phi(\gamma, z)$ is a finite set, and we denote by $n_\Phi(\gamma, z) \in \mathbb{Z}_2$ its parity. Then we define

$$\Phi : M_k(\mathbb{E}, e) \to RF_k(D^*M, \lambda, a), \quad \Phi_\gamma := \sum_{z \in \text{crit} \ a} n_\Phi(\gamma, z) z,$$

for every $\gamma \in \text{crit} \ e$ such that $\text{Ind}(\gamma; \mathbb{E}, e) = k$. A standard gluing argument shows that $\Phi$ is a chain map.

**Properties of $\Phi$.** If $\mathcal{M}_\Phi(\gamma, (x, \eta))$ is non-empty, then the loop $\gamma$ is freely homotopic to the loop $\pi \circ x$. Therefore, $\Phi$ preserves the splitting of the Morse and the Rabinowitz-Floer complexes indexed by the free homotopy classes of loops in $M$,

$$\Phi : M^*(\mathbb{E}, e) \to RF^*(D^*M, \lambda, a), \quad \forall c \in [T, M].$$

(6.5)

The inequality (6.3) implies that $\Phi$ preserves the $\mathbb{R}$-filtrations given by the levels of $\mathbb{E}$ and $\Lambda$. More precisely, for every $E \geq 0$,

$$\Phi : M^*_1(\mathbb{E}, e) \to RF^*_{-\infty, E]}(D^*M, \lambda, a).$$

The following proposition lists the other main properties of the chain map $\Phi$.

**Proposition 6.1** (a) If $\gamma$ is any critical point of $e$, there holds

$$\Phi_\gamma = Z^+(\gamma) + \sum_{w < Z^+(\gamma)} n_\Phi(\gamma, w) w,$$

where $<$ denotes the following partial order on the set $\text{crit} \ a$: $z < w$ if $\Lambda(z) < \Lambda(w)$, or $\Lambda(z) = \Lambda(w)$ and $a(z) < a(w)$.

(b) If $q$ is a critical point of $e$ on $\mathbb{E}^{-1}(0)$, then

$$\Phi q \in z^+_q + RF^*_{-\infty, 0]}.$$

The restriction

$$\Phi : M^*_1(\mathbb{E}, e) \cong M_*(c|_M) \to RF^*_1(D^*M, \lambda, a) \cong M_{*+n-1}(a|S^*M)$$

to the complexes corresponding to the zero energy and action level induces the transfer homomorphism $\pi_1$ in homology:

$$\Phi_* = \pi_1 : H_*M^*_1(\mathbb{E}, e) \cong H_*(M) \to H_*RF^*_1(D^*M, \lambda, a) \cong H_{*+n-1}(S^*M).$$

(c) The chain map $\Phi$ is injective and it admits a left inverse $\hat{\Phi} : RF_* \to M_*$, which is characterized by

$$\ker \hat{\Phi} = RF^-,$$

the subspace defined in (5.5).

(d) For every $k \geq 2$, $\Phi : M_k \to RF_k$ is an isomorphism.
Proof. Statement (a) follows from the inequality (6.3) and from Lemmas 6.2 and 6.3 below. The proof of (b) uses also the results of the Appendix B, and in particular statement (b) of Proposition B.1. We define \( \hat{\Phi} : RF_\ast \to M_\ast \) recursively by
\[
\hat{\Phi} \zeta := 0 \text{ if } \zeta \in RF^-, \\
\hat{\Phi} Z^+(\gamma) := \gamma - \sum_{\nu^\prec Z^+(\gamma)} n_\Phi(\gamma, \nu) \hat{\Phi} \nu.
\]
It is immediate to check that \( \hat{\Phi} \Phi = \text{Id}_{M_\ast} \). By definition, \( RF^- \subset \ker \hat{\Phi} \). Any non-zero \( \zeta \in RF \) has the form \( \zeta = \sum_{z \notin Z} z \), where \( Z \subset \text{crit } a \) contains elements which are maximal with respect to the order \( \prec \). By the definition of \( \hat{\Phi} \), if any of such maximal element is in \( Z^+(\text{crit } e) \) then \( \hat{\Phi} \zeta \neq 0 \), so \( \ker \hat{\Phi} \subset RF^- \). We conclude that \( \ker \hat{\Phi} = RF^- \), which proves (c). By the first identity in (5.9), \( RF_k = (0) \) for every \( k \geq 2 \), and statement (d) follows.

In general, the left inverse \( \hat{\Phi} \) is not a chain map. In fact, a left inverse of a chain map is a chain map if and only if its kernel is a subcomplex, and in the case of \( \hat{\Phi} \) this happens if and only if \( \chi(T^*M) = 0 \).

Automatic transversality. We conclude this section by proving the above mentioned automatic transversality results for stationary solutions in \( M_\Phi(\gamma, z) \).

Lemma 6.2 Let \( \gamma \) be a critical point of \( e \) with \( E(\gamma) > 0 \), and let \( z = Z^+(\gamma) \) be the corresponding critical point of \( a \) with positive Rabinowitz action. Then the linearization of problem \( M_\Phi(\gamma, z) \) at the stationary solution \( (\gamma, z) \) has no non-zero solutions.

Proof. Let \( x : T \to S^*M \) be the loop defined by \( z = (x, \sqrt{E(\gamma)}) \). Since \( z \in M^+_1(z) = \tilde{M}^+_1(z) \), the solutions of the linearization of problem \( M^s(z) \) at \( z \) are maps \( \zeta = (\xi, \eta) \) where \( \eta : \mathbb{R}^+ \to \mathbb{R} \) and
\[
\xi : \mathbb{R}^+ \times T \to TT^*M, \quad (s, t) \in T \xi(t) T^*M,
\]
which solve the linearized Rabinowitz-Floer equation
\[
\frac{d\xi}{ds}(s) = -\nabla^2 A(z) \xi(s),
\]
with the asymptotic condition
\[
\lim_{s \to +\infty} \zeta(s) \in T_z W^s(z; -\nabla a).
\]
Here, \( \nabla^2 A(z) \) is the Hessian of \( A \) at \( z \), with respect to the \( L^2 \)-inner product. It is a self-adjoint operator with compact resolvent, and kernel isomorphic to the tangent space at \( z \) of \( \text{crit } A \). Since \( \gamma \in W^+_1(\gamma) = \tilde{W}^+_1(\gamma) \), the linearization of the first of the coupling conditions (6.1) is
\[
\theta := d\pi(x)[\xi(0, \cdot)] \in T_\gamma W^u(W^u(\gamma; -\nabla e); -\nabla E).
\]
Finally, since \( \gamma \) is a critical point of \( E \), the linearization of the second of the coupling conditions (6.1) is just
\[
\eta(0) = 0.
\]
We must show that every solution \( \zeta = (\xi, \eta) \) of (6.6-6.7-6.8-6.9) is identically zero.
By (6.6) and (6.7), \( \zeta(0) \) belongs to the linear subspace corresponding to the non-negative part of the spectrum in the spectral decomposition of \( \nabla^2 A(z) \). However, by condition (6.9) and by inequality (5.10) of Lemma 5.3,

\[
d^2 A(z)[\zeta(0), \zeta(0)] = d^2 e(\gamma)[\theta, \theta],
\]

and the latter quantity is non-positive by condition (6.8). Therefore, \( \zeta(0) \) belongs to the kernel of \( \nabla^2 A(z) \) and hence \( \zeta(s) \equiv \zeta(0) \) is a constant vector in \( T_z W^s(z; -\nabla a) \). In particular, since \( z \) is a non-degenerate critical point of \( a \),

\[
d^2 a(z)[\zeta(0), \zeta(0)] \geq \delta \|\zeta(0)\|^2,
\]

for some \( \delta > 0 \). By the bijection between the kernels of \( d^2 A(z) \) and \( d^2 e(\gamma) \), \( \theta \) belongs to the tangent space of \( \text{crit} E \) at \( \gamma \), and by (6.8) it actually belongs to the tangent space of \( W^u(\gamma; -\nabla e) \) at \( \gamma \). In particular,

\[
d^2 e(\gamma)[\theta, \theta] \leq -\delta' \|\theta\|^2,
\]

for some \( \delta' > 0 \). On the other hand, the restrictions of \( a \) and \( e \) to the connected components of \( \text{crit} A \) and \( \text{crit} \ E \) which contain \( z \) and \( \gamma \) are related by the formula

\[
a(y, \sqrt{E(\gamma)}) = c(\pi \circ y).
\]

If we differentiate this identity twice at \( x \), we find

\[
d^2 a(z)[\zeta(0), \zeta(0)] = d^2 e(\gamma)[\theta, \theta],
\]

so (6.10) and (6.11) imply that \( \zeta(0) = 0 \) and hence \( \zeta(s) \equiv 0 \). □

**Lemma 6.3** Let \( q \) be a critical point of \( e \) on the zero energy set \( E^{-1}(0) \cong M \), and let \( z^+_q = (x^+_q, 0) \), \( z^-_q = (x^-_q, 0) \in S^*M \times \{0\} \) be the critical points of \( a \) in \( \pi^{-1}(q) \times \{0\} \). Then the linearization of problem \( \mathcal{M}_\Phi(q, z^+_q) \) at the stationary solution \( (q, z^+_q) \) has no non-zero solutions. If the inner product \( g_\Phi \) at \( z^-_q \) is generic, then the space of solutions of the linearization of problem \( \mathcal{M}_\Phi(q, z^-_q) \) at the stationary solution \( (q, z^-_q) \) has dimension \( n - 1 \).

**Proof.** Let \( z = (x, 0) \) be one of \( z^+_q = (x^+_q, 0) \) or \( z^-_q = (x^-_q, 0) \) Arguing as in the proof of Lemma 6.2, we must show that the space of solutions \( \zeta = (\xi, \eta) \), where

\[
\xi : \mathbb{R}^+ \times \mathbb{T} \to T_x T^*M, \quad \eta : \mathbb{R}^+ \to \mathbb{R},
\]

of the linear problem

\[
\frac{d\zeta}{ds}(s) = -\nabla^2 A(z)\zeta(s),
\]

\[
\lim_{s \to +\infty} \zeta(s) \in T_z W^s(z; -\nabla a),
\]

\[
\theta := d\pi(x)[\xi(0, \cdot)] \in T_q W^u(q; -\nabla e),
\]

\[
\eta(0) = 0,
\]

has either dimension zero in the case of \( z^+_q \), or \( n - 1 \) in the case of \( z^-_q \). Conditions (6.12) and (6.13) are equivalent to the fact that \( \zeta(0) \) belongs to the linear subspace corresponding to the non-negative part of the spectrum in the spectral decomposition of \( \nabla^2 A(z) \). By (6.15) and by an explicit computation of the second differential of \( A \) at \( (x, 0) \), we find

\[
d^2 A(x, 0)[\zeta(0), \zeta(0)] = \int_\mathbb{T} \omega(\xi(0, t), \frac{d\xi}{dt}(0, t)) \, dt = -\int_\mathbb{T} \frac{d}{dt} \lambda(\xi(t)) \, dt = 0.
\]
where we have used the fact that \( \xi(0, \cdot) \) is a loop in \( T_sT^*M \) such that \( d\pi(x)[\xi(0, t)] \) does not depend on \( t \), by (6.14). Therefore, \( \zeta(0) \) belongs to the kernel of \( \nabla^2 A(z) \). Taking also (6.13) into account, we deduce that \( \zeta(s) = \zeta(0) \) is of the form \( \zeta(s) = (\xi, 0) \), where \( \xi \in T_sT^*M \) does not depend on \( t \), and \( (\xi, 0) \in T_sW^s(z; -\nabla a) \). We conclude that the space of solutions of the linearized problem is isomorphic to the linear space

\[
\left\{ (\xi, 0) \in T_sW^s(z; -\nabla a) \mid d\pi(x)[\xi] \in T_qW^u(q; -\nabla e) \right\},
\]

so we must show that the dimension of this space is zero in the case of \( z_q^+ \), and \( n - 1 \) in the case of \( z_q^- \). By the assumptions (A2-A3), \( a(x, 0) \leq e(\pi(x)) + 1/2 \) for every \( x \in S^*M \), and the equality holds when \( x = x_q^+ \). Since \( (x_q^+, 0) \) is a critical point of \( a \), and \( \pi(x_q^+) = q \) is a critical point of \( e \), we deduce the inequality

\[
d^2a(z_q^+)[(\xi, 0), (\xi, 0)] \leq d^2e(q)[d\pi(x_q^+)[\xi], d\pi(x_q^+)[\xi]], \quad \forall \xi \in T_{x_q^+}S^*M.
\]

The above inequality implies that when \( z = z_q^+ \) the space (6.16) is zero. By condition (A4),

\[
\dim d\pi(x_q^-)^{-1}T_qW^u(q; -\nabla e) = \text{ind}(q; e) + n - 1, \quad \text{codim}T_{z_q^-}W^s(z_q^-; -\nabla a) = \text{ind}(q; e),
\]

so if the inner product \( g_a \) at \( z_q^- \) is generic, the above pair of subspaces is transverse, and hence the space (6.16) for \( z = z_q^- \) has dimension \( n - 1 \).

\( \square \)

7 The chain map \( \Psi \)

**Definition of \( \Psi \).** Let \( z \) be a critical point of \( a \) and let \( \gamma \) be a critical point of \( e \). We define \( \mathcal{M}_\Psi(z, \gamma) \) to be the set

\[
\mathcal{M}_\Psi(z, \gamma) := \left\{ (v, q) \in \mathcal{M}^a(z) \times \mathcal{W}^u(\gamma; -\nabla E, \nabla e) \mid \pi \circ ev_1(v) = ev(q)(-\cdot), \ ev_2(v) = -\sqrt{E(ev(q))} \right\}.
\]

Equivalently, \( \mathcal{M}_\Psi(z, \gamma) \) is the set of pairs \( \{[(v_1, \ldots, v_k)], [(q_1, \ldots, q_m)]\} \) in \( \mathcal{M}^a(z) \times \mathcal{W}^u(\gamma; -\nabla E, \nabla e) \) coupled by the conditions

\[
q_m(t) = \pi \circ u_k(0, -t), \quad \eta_k(0) = -\sqrt{E(q_m)}, \quad (7.1)
\]

where \( u_k(s, t) = (u_k(s, t), \eta_k(s)) \) for every \( (s, t) \in \mathbb{R} \times \mathbb{T} \). Notice that, as it was anticipated in Section 4, we are using the Morse function \( -e \) on \( \text{crit} E \). Again, the facts that \( \mathcal{W}^u(\gamma; -\nabla E, \nabla e) \) is finite dimensional and that the first of the coupling conditions in (7.1) is a (parametric and \( t \)-dependent) Lagrangian boundary condition, imply that elements of \( \mathcal{M}_\Psi(z, \gamma) \) are solutions of a Fredholm problem, and an index computation (see again Appendix C in [CF09] and Section 3.1 in [AS06]) gives

\[
\text{virdim} \mathcal{M}_\Psi(z, \gamma) = \mu(z) + \text{Ind}(\gamma; E, -e) - 1. \quad (7.2)
\]

By the second inequality of Lemma 5.1, the elements \( (v, q) \) of \( \mathcal{M}_\Psi(z, \gamma) \) satisfy the following action bounds

\[
\mathcal{A}(z) \geq \mathcal{A}(v(s)) \geq \mathcal{A}(v_0(0)) \geq -\sqrt{E(q_m)} \geq -\sqrt{E(q_k)} \geq -\sqrt{E(\gamma)}, \quad (7.3)
\]

which provide us with uniform energy bounds. As before, uniform \( L^\infty \) estimates for the solutions \( v_1, \ldots, v_{k-1} \) of (1.3) on the whole cylinder follow from Proposition 2.2 and 2.6, and there remains to treat the case of the solution \( v_k = (u_k, \eta_k) \) on the half-cylinder \( \mathbb{R} \times \mathbb{T} \). By the second coupling condition in (7.1), \( \eta_k(0) \leq 0 \), so the uniform \( L^\infty \) estimate for \( \eta_k \) follows from Remark 2.3. The uniform \( L^\infty \) estimate for \( u_k \) follows from Proposition 2.7 and Remark 2.9, provided that we prove a uniform lower bound for the quantity

\[
\alpha \left( \frac{\partial u_k}{\partial t}(0, t) - \eta_k(0)X_H(u_k(0, t)) \right).
\]
Taking into account the identity (6.4), such a lower bound follows from the estimate

\[ \lambda \left( \frac{\partial u_k}{\partial t} (0, t) - \eta_k (0) X_H (u_k (0, t)) \right) = \langle p(t), -q_{m}(-t) \rangle - \eta_k (0) g^*(p(t), p(t)) \geq -C g^*(p(t), p(t))^{1/2}, \]

where \( u_k (0, t) = (q_{m}(-t), p(t)) \) and \( \eta_k (0) \leq 0 \), by (7.1), and \( C > 0 \) is such that

\[ \sup_{t \in T} g(q'(t), q'(t)) \leq C^2, \]

for every \( q \) which belongs to the unstable manifold of some critical point \( \gamma_0 \) of \( E \) with energy \( E(\gamma_0) \leq E(\gamma) \) (see Assumption (A) of Section 4). Then, the standard bubbling off and bootstrap argument implies that the spaces \( \mathcal{M}_q(z, \gamma) \) are compact up to breaking.

As in the case of \( \mathcal{M}_q \), \( \mathcal{M}_q(z, \gamma) \) may contain stationary solutions. Indeed, if \( \gamma \) is a critical point of \( e \) with positive energy, and \( z = Z^-(\gamma) \) is the corresponding critical point of \( a \) with negative Rabinowitz action, then the space \( \mathcal{M}_q(z, \gamma) \) consists of the stationary solution \( (z, \gamma) \), because of (7.3). In this case, \( \mu(z) = 1 - \text{Ind}(\gamma; E, -e) \), by (5.7), so the virtual dimension of \( \mathcal{M}_q(z, \gamma) \) is zero. The following lemma, whose proof uses the estimate (5.11) of Lemma 5.3 and is analogous to the proof of Lemma 6.2, implies that automatic transversality holds at such stationary solutions:

**Lemma 7.1** Let \( \gamma \) be a critical point of \( e \) with \( E(\gamma) > 0 \), and let \( z = Z^{-}(\gamma) \) be the corresponding critical point of \( a \) with negative Rabinowitz action. Then the linearization of problem \( \mathcal{M}_q(z, \gamma) \) at the stationary solution \( (z, \gamma) \) has no non-zero solutions.

The other stationary solutions correspond to constant geodesics. Indeed, if \( q \) is a critical point of \( e \) on the zero energy set \( E^{-1}(0) \cong M \), and \( z^+_q = Z^+(q) \), \( z^-_q = Z^-(q) \) are the corresponding critical points of \( a \) on the critical set \( \mathcal{A}^{-1}(0) \cong S^*M \), then \( (z^+_q, q) \) and \( (z^-_q, q) \) are stationary solutions in \( \mathcal{M}_q(z^+_q, q) \) and \( \mathcal{M}_q(z^-_q, q) \), respectively. By formulas (5.8) and (7.2), the virtual dimension of these spaces are

\[ \text{virdim} \mathcal{M}_q(z^+_q, q) = \mu(z^+_q) + \text{Ind}(q; E, -e) - 1 = n - 1 \]
\[ \text{virdim} \mathcal{M}_q(z^-_q, q) = \mu(z^-_q) + \text{Ind}(q; E, -e) - 1 = 0. \]

So automatic transversality at \( (z^+_q, q) \) and \( (z^-_q, q) \) follows from the lemma below, whose proof is analogous to the proof of Lemma 6.3:

**Lemma 7.2** Let \( q \) be a critical point of \( e \) on the zero energy set \( E^{-1}(0) \cong M \), and let \( z^+_q = (z^+_q, 0) \), \( z^-_q = (z^-_q, 0) \) belong to \( S^*M \times \{ 0 \} \) be the critical points of \( a \) in \( \pi^{-1}(q) \times \{ 0 \} \). Then the linearization of problem \( \mathcal{M}_q(z^-_q, q) \) at the stationary solution \( (z^-_q, q) \) has no non-zero solutions. If the inner product \( g_\lambda \) at \( t^+ \) is generic, then the space of solutions of the linearization of problem \( \mathcal{M}_q(z^+_q, q) \) at the stationary solution \( (z^+_q, q) \) has dimension \( n - 1 \).

Once automatic transversality at the stationary solutions has been checked, standard transversality arguments in Floer homology implies that for generic \( J_t \), \( g_\lambda \), \( g_\Lambda \), and \( g_\mathcal{E} \), the space \( \mathcal{M}_q(z, \gamma) \) is a manifold of dimension \( \mu(z) + \text{Ind}(\gamma; E, -e) - 1 \), for every \( z \in \text{crit } a \) and \( \gamma \in \text{crit } e \). Compactness and transversality imply that when \( \text{Ind}(\gamma) = 1 - \mu(z) \), \( \mathcal{M}_q(z, \gamma) \) is a finite set, whose parity we denote by \( n_q(z, \gamma) \in \mathbb{Z}_2 \). Then we define the homomorphism

\[ \Psi : RF_k(D^*M, \lambda, a) \rightarrow M^{1-k}(E, -e), \quad \Psi z := \sum_{\substack{\gamma \in \text{crit } e \atop \text{Ind}(\gamma; E, -e) = 1-k}} n_q(z, \gamma) \gamma, \]

for every \( z \in \text{crit } a \) with \( \mu(z) = k \). Notice again the use of the opposite Morse function on crit \( E \). A standard gluing argument implies that \( \Psi \) is a chain map from the chain complex \( RF_\ast \) to the chain complex \( M^{1-k} \), that is

\[ \delta \Psi \zeta = \Psi \delta \zeta, \quad \forall \zeta \in RF_\ast(D^*M, \lambda, a). \]
Properties of $\Psi$. The first coupling condition in (7.1) shows that if $M_{\Psi}((x, \eta), \gamma)$ is non-empty, then the loop $\pi \circ x$ is freely homotopic to the loop $\gamma(-)$. Therefore,

$$\Psi : R F^{c}_{*}(D* M, \lambda, a) \to M_{-c}^{1-*}(E, -e), \ \forall c \in [T, M],$$

where $-c$ denotes the class obtained by inverting the parameterization of the loops in $c$.

The inequality (7.3), implies that $\Psi$ preserves the $\mathbb{R}$-filtrations, meaning that for every $E \geq 0$ there holds

$$\Psi : R F^{1-\infty,-\sqrt{E}}_{*}(D* M, \lambda, a) \to M_{-\sqrt{E},+\infty}^{1-*}(E, -e).$$

The remaining relevant properties of $\Psi$ are listed in the following:

**Proposition 7.3**  
(a) If $\gamma$ is any critical point of $e$, there holds

$$\Psi Z^{-}(\gamma) = \gamma + \sum_{\beta > \gamma} n_{\Psi}(Z^{-}(\gamma), \beta) \beta,$$

where $\beta > \gamma$ means that either $E(\beta) > E(\gamma)$, or $E(\beta) = E(\gamma)$ and $-e(\beta) > -e(\gamma)$.

(b) If $q$ is a critical point of $e$ on $E^{-1}(0)$, then

$$\Psi Z^{-}(q) \in q + M_{[0, +\infty]}^{1-*}(E, -e).$$

The restriction

$$\Psi : R F^{(0)}_{*}(D* M, \lambda, a) \cong M_{* + n - 1}(a|S* M) \to M_{(0)}^{1-*}(E, -e) \cong M_{1-*}^{1-*}(-e|M) \cong M_{* + n - 1}(e|M)$$

to the complexes corresponding to the zero energy and action level induces the homomorphism $\pi_{*}$ in homology:

$$\Psi_{*} = \pi_{*} : H_{*} R F^{(0)} \cong H_{* + n - 1}(S* M) \to H^{1-*} M_{(0)}(E, -e) \cong H_{1-*}(M) \cong H_{* + n - 1}(M).$$

(c) The chain map $\Psi$ is surjective and it admits a right inverse $\hat{\Psi} : M^{1-*} \to R F_{*}$, which is characterized by

$$\text{Im} \hat{\Psi} = RF^{-},$$

the subspace defined in (5.5).

(d) For every $k \leq -1$, $\Psi : R F_{k} \to M^{1-k}$ is an isomorphism.

**Proof.** Statements (a) and (b) follow from the inequalities (7.3) and Lemmas 7.1, 7.2, together with the results of the Appendix B, in particular statement (c) of Proposition B.1.

The homomorphism $\Psi : M^{1-*} \to R F_{*}$ can be defined as the homomorphism which maps $\gamma \in \text{crit } e$ into

$$\hat{\Psi} \gamma := Z^{-}(\gamma) - \sum_{\beta > \gamma} n_{\hat{\Psi}}(\gamma, Z^{-}(\beta)) Z^{-}(\beta),$$

where the coefficients $n_{\hat{\Psi}}(\gamma, Z^{-}(\beta))$ are defined recursively by

$$n_{\hat{\Psi}}(\gamma, Z^{-}(\beta)) := n_{\Psi}(Z^{-}(\gamma), \beta) + \sum_{\gamma < \alpha \ll \beta} n_{\hat{\Psi}}(\gamma, Z^{-}(\alpha)) n_{\Psi}(Z^{-}(\alpha), \beta), \ \forall \gamma, \beta \in \text{crit } e.$$

It is immediate to check that $\hat{\Psi}$ is a right inverse of $\Phi$ and that its image is $RF^{-}$, proving (c). Statement (d) follows from the last identity in (5.9). $\square$

Again, the right inverse $\hat{\Psi}$ is a chain map if and only if its image is a subcomplex, so if and only if $\chi(T* M) = 0$. 
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8 The chain homotopy $P$

The aim of this section is to prove that the composition $\Psi \circ \Phi$,
$$M_*(\mathbb{E}, e) \xrightarrow{\Phi} RF_*(D^*M, \lambda, a) \xrightarrow{\Psi} M^{1-*}(\mathbb{E}, -e),$$
is chain homotopic to zero. More precisely, we shall prove the following:

**Proposition 8.1** There exists a homomorphism
$$P : M_*(\mathbb{E}, e) \to M^{1-*}(\mathbb{E}, -e)$$
such that
$$\Psi \circ \Phi = P\partial + \delta P, \quad (8.1)$$
and $Pq_{\text{min}} \in M^0_{[0, +\infty]}(\mathbb{E}, -e)$.

Notice that since $M_0 = M^0 = (0)$ for $k < 0$, the chain homotopy $P$ can be non-zero only for $k = 0$. Therefore, (8.1) is equivalent to
$$\Psi \circ \Phi|_{M_1} = P\partial, \quad \Psi \circ \Phi|_{M_0} = \delta P.$$

**Flow arcs with cascades.** In order to describe the spaces of maps whose counting produces the homomorphism $P$, we need to introduce flow arcs with cascades for the Rabinowitz action functional $A$. The flow arcs with zero cascades are the pairs $(S, v)$, where $S > 0$ and $v : [-S, S] \times \mathbb{T} \to T^*M \times \mathbb{R}$ is a solution of the Floer-Rabinowitz equation (1.3). The set of flow arcs with zero cascades is denoted by $A_0$. If $m \geq 1$ is an integer, we denote by $\tilde{A}_m$ the set of $(m + 1)$-tuples $(v_0, v_1, \ldots, v_m)$ of maps
$$v_0 : [0, +\infty] \times \mathbb{T} \to T^*M \times \mathbb{R}, \quad v_m : [-\infty, 0] \times \mathbb{T} \to T^*M \times \mathbb{R},$$
$$v_j : \mathbb{R} \times \mathbb{T} \to T^*M \times \mathbb{R}, \quad \forall j = 1, \ldots, m - 1,$$
which solve the Rabinowitz-Floer equation (1.3) and satisfy
$$v_j(-\infty) \in \phi_{r_j}^{-} \nabla a(v_{j-1}(+\infty)), \quad \forall j = 1, \ldots, m.$$
The set of arcs with $m$ cascades $A_m$ is the quotient of $\tilde{A}_m$ by the action of $\mathbb{R}^{m - 1}$ given by $m - 1$ independent $s$-translations on the middle components $v_1, \ldots, v_{m-1}$. The set of arcs with cascades is the disjoint union
$$A := \bigcup_{m \geq 1} A_m.$$
There are natural evaluation maps
$$ev^- = (ev^-_1, ev^-_2) : A \to T^*M \times \mathbb{R}, \quad ev^+ = (ev^+_1, ev^+_2) : A \to T^*M \times \mathbb{R},$$
defined by
$$ev^-_1(v) := \begin{cases} 
  v(-S) & \text{if } v = (S, v) \in A_0, \\
  v_0(0) & \text{if } v = [(v_0, \ldots, v_m)] \in A_m \text{ with } m \geq 1,
\end{cases}$$
$$ev^-_2(v) := \begin{cases} 
  v(S) & \text{if } v = (S, v) \in A_0, \\
  v_m(0) & \text{if } v = [(v_0, \ldots, v_m)] \in A_m \text{ with } m \geq 1.
\end{cases}$$
The spaces $\mathcal{M}_p$. Let $\gamma^-$ and $\gamma^+$ be critical points of $e$. We define

$$\mathcal{M}_p(\gamma^-, \gamma^+) := \left\{ (q^-, q^+, \varphi) \in \mathcal{W}u(\gamma^-; -\nabla E, -\nabla e) \times \mathcal{A} \times \mathcal{W}u(\gamma^+; -\nabla E, \nabla e) \right\}$$

$$\pi \circ \text{ev}_1 (-\varphi) = \text{ev}(q^-), \quad \pi \circ \text{ev}_2 (-\varphi) = \text{ev}(q^+)$$

Equivalently, $\mathcal{M}_p(\gamma^-, \gamma^+)$ is the set of triplets $((q_1^-, \ldots, q_n^-), \varphi, (q_1^+, \ldots, q_n^+))$ in

$$\mathcal{W}u(\gamma^-; -\nabla E, -\nabla e) \times \mathcal{A} \times \mathcal{W}u(\gamma^+; -\nabla E, \nabla e),$$

which are coupled by the following conditions:

If $\varphi = (S, v) = (S, (u, \eta)) \in \mathcal{A}_0$ then

$$\begin{align*}
\pi \circ u(-S, t) &= q_h(t), \quad \eta(-S) = \sqrt{\mathbb{E}(q_h)}, \\
\pi \circ u(S, t) &= q_h^+(t), \quad \eta(S) = -\sqrt{\mathbb{E}(q_k^+)},
\end{align*}$$

if $\varphi = [(v_0, \ldots, v_m)] \in \mathcal{A}_m$, $m \geq 1$, then

$$\begin{align*}
\pi \circ u_0(0, t) &= q_h(t), \quad \eta_0(0) = \sqrt{\mathbb{E}(q_h)}, \\
\pi \circ u_m(0, t) &= q_h^+(t), \quad \eta_m(0) = -\sqrt{\mathbb{E}(q_k^+)},
\end{align*}$$

where $v_0 = (u_0, \eta_0)$ and $v_m = (u_m, \eta_m)$. An index computation shows that the virtual dimension of $\mathcal{M}_p(\gamma^-, \gamma^+)$ is

$$\text{virdim} \mathcal{M}_p(\gamma^-, \gamma^+) = \text{Ind}(\gamma^-; \mathcal{E}, e) + \text{Ind}(\gamma^+; \mathcal{E}, -e).$$

We are interested in the spaces $\mathcal{M}_p$ when the above virtual dimension is either 0 or 1. Notice that if $q$ is a critical point of $e$ on $\mathbb{E}^{-1}(0) \cong M$, then

$$\text{virdim} \mathcal{M}_p(q, q) = \text{ind}(q; e) + \text{ind}(q; -e) = \dim M \geq 2.$$
Lemma 8.2 For every pair of critical points $\gamma^-, \gamma^+$ of $e$ which satisfy (8.2), there exists a positive number $\sigma = \sigma(\gamma^-, \gamma^+)$ such that for every $(q^-, \nu, q^+)$ in $\mathcal{M}_P(\gamma^-, \gamma^+)$ with $\nu = (S, v) \in A_0$ there holds $S \geq \sigma$.

Proof. The Hamiltonian $H(q, p) = 1/2(g^*(p, p) - 1)$ is bounded from below by $-1/2$, so by equation (1.5),

$$
\eta(-S) - \eta(S) = -\int_{-S}^{S} \eta'(s) \, ds = -\int_{-S}^{S} \int_{\mathbb{T}} H(u(s, t)) \, dt \, ds \leq S.
$$

Therefore, it is enough to find a positive lower bound for the number $\eta(-S) - \eta(S)$.

This positive lower bound is easily found when one of the geodesics $\gamma^-$ or $\gamma^+$ is not contractible.

In this case, we may assume that both geodesics are not contractible (otherwise $\mathcal{M}_P(\gamma^-, \gamma^+)$ is empty), and the coupling condition for $(S, v) = (S, (u, \eta))$ implies that

$$
\eta(-S) \geq \sqrt{\delta}, \quad \eta(S) \leq -\sqrt{\delta},
$$

where

$$
\delta := \inf_{\gamma \in A_M \setminus A^0_M} \mathbb{E}(\gamma) > 0.
$$

Another trivial case occurs when both $\gamma^-$ and $\gamma^+$ are constant loops, because in this case the assumption (8.2) on the indices implies that $\mathcal{M}_P(\gamma^-, \gamma^+)$ is empty. In fact, assume by contradiction that $\mathcal{M}_P(\gamma^-, \gamma^+)$ contains an element $(q^-, \nu, q^+)$. Since the sets

$$
\text{ev}(W^u(\gamma^-; -\nabla E, -\nabla e)) = W^u(\gamma^-; -\nabla e),
$$

$$
\text{ev}(W^u(\gamma^+; -\nabla E, \nabla e)) = W^u(\gamma^+; \nabla e) = W^s(\gamma^+; -\nabla e),
$$

consist of constant loops, the energy estimate (8.3) implies that

$$
0 \geq \mathbb{A}(\text{ev}^- (\nu)) \geq \mathbb{A}(\text{ev}^+ (\nu)) \geq 0.
$$

Therefore, $\nu$ is constant, and $\pi(\text{ev}_- (\nu)) = \pi(\text{ev}_+ (\nu))$ is a point which belongs to both $W^u(\gamma^-; -\nabla e)$ and $W^s(\gamma^+; -\nabla e)$. Since the flow of $-\nabla e$ is Morse-Smale, we deduce that

$$
0 \leq \text{ind} (\gamma^-; e) - \text{ind} (\gamma^+; e) = \text{Ind} (\gamma^-; E, e) - \dim M + \text{Ind} (\gamma^+; E, -e).
$$

which contradicts (8.2).

There remains to treat the case where $\gamma^-$ and $\gamma^+$ are both contractible, but not both constant. When

$$
\text{Ind} (\gamma^-; E, e) + \text{Ind} (\gamma^+; E, -e) = 0,
$$

that is when both the indices are 0, the positive lower bound is also easily found. Indeed, in this case

$$
\text{ev}(W^u(\gamma^-; -\nabla E, -\nabla e)) = \{ \gamma^- \}, \quad \text{ev}(W^u(\gamma^+; -\nabla E, \nabla e)) = \{ \gamma^+ \},
$$

so the coupling condition implies that

$$
\eta(-S) - \eta(S) = \sqrt{\mathbb{E}(\gamma^-)} + \sqrt{\mathbb{E}(\gamma^+)} \geq \epsilon,
$$

where

$$
\epsilon := \inf_{\gamma \in \text{crit} E \setminus \{ \gamma \}} \mathbb{E}(\gamma) > 0.
$$

There remains to consider the case where $\gamma^-$ and $\gamma^+$ are contractible, not both constant, and

$$
\text{Ind} (\gamma^-; E, e) + \text{Ind} (\gamma^+; E, -e) = 1.
$$
We treat only the case
\[ \text{Ind}(\gamma^-;E,e) = 1, \quad \text{Ind}(\gamma^+;E,-e) = 0, \]
because the case \( \text{Ind}(\gamma^-;E,e) = 0, \text{Ind}(\gamma^+;E,-e) = 1 \) is completely analogous. Again,
\[ \text{ev}(W^u(\gamma^+;\nabla E,\nabla e)) = \{\gamma^+\}, \]
so if \( \gamma^+ \) is not constant then
\[ \eta(-S) - \eta(S) \geq -\eta(S) = \sqrt{E(\gamma^+)} \geq \sqrt{c}. \]
Therefore, we may assume that \( \gamma^+ = q_{\max} \), the only critical point of \(-e\) on \( E^{-1}(0) \) with Morse index 0, and that \( \gamma^- \) is not constant. If
\[ \text{ind}(\gamma^-;E) = 0 \quad \text{and} \quad \text{ind}(\gamma^-;e) = 1, \]
the set
\[ \text{ev}(W^u(\gamma^-;\nabla E,\nabla e)) = W^u(\gamma^-;\nabla e) \]
is contained in the connected component of \( \text{crit} E \) which contains \( \gamma^- \), so if \( \text{Ind}(E) \neq 0 \), then
\[ \eta(-S) - \eta(S) \geq \eta(S) \geq \inf_{W^u(\gamma^-;\nabla e)} \sqrt{E} \geq \sqrt{c}. \]
Therefore, we may assume that
\[ \text{ind}(\gamma^-;E) = 1 \quad \text{and} \quad \text{ind}(\gamma^-;e) = 0. \]

It follows that the set
\[ \text{ev}(W^u(\gamma^-;\nabla E,\nabla e)) \]
is a one-dimensional curve with two (possibly coinciding) limiting points, which are relative minima of both \( E \) and \( e \). If they are both non-constant geodesics, we get again that \( \eta(-S) \geq \sqrt{c} \), so we may assume that at least one of them is a constant loop. Being also a minimum of \( e \), such a limiting point is \( q_{\min} \), and we deduce that
\[ d := \text{dist}(\text{ev}(W^u(\gamma^-;\nabla E,\nabla e)) \cap E^{-1}(0), q_{\max}) > 0. \quad (8.5) \]

Assume by contradiction that there is a sequence
\[ (q^-_h, u_h, q^+_h)_{h \in \mathbb{N}} \subset \mathcal{M}(\gamma^-, \gamma^+) \quad \text{with} \quad u_h = (S_h, v_h) = (S_h, (u_h, \eta_h)), \]
such that
\[ S_h \to 0 \quad \text{and} \quad \eta(-S_h) = \sqrt{E(q_h(-S_h, \cdot))} \to 0, \]
where
\[ q_h(s,t) := \pi \circ u_h(s,t), \quad q_h(-S_h, \cdot) \in \text{ev}(W^u(\gamma^-;\nabla E)), \quad q_h(S_h, \cdot) = q_{\max}. \]
Therefore, \( q_h(-S_h, \cdot) \) converges in \( W^{1,2}(T,M) \), and in particular uniformly, to a constant loop in
\[ \text{ev}(W^u(\gamma^-;\nabla E,\nabla e)) \cap E^{-1}(0). \]
By (8.5), for every \( h \) large enough we have
\[ \int_T^{S_h} \left\{ \left( \frac{\partial q_h}{\partial s}(s,t), \frac{\partial q_h}{\partial s}(s,t) \right) \right\} dt \geq \int_T^{S_h} \text{dist}(q_h(-S_h,t), q_{\max}) dt \geq d/2. \quad (8.6) \]

By the local equivalence between the Levi-Civita metric and the \((t\text{-dependent)} \omega\text{-compatible metric} \quad \sqrt{\cdot}_t \quad \text{on} \quad T^*M \), there is a number \( C \) such that
\[ \int_T^{S_h} \int_{-S_h} g \left( \frac{\partial q_h}{\partial s}(s,t), \frac{\partial q_h}{\partial s}(s,t) \right) dt ds \leq C \int_{-S_h}^{S_h} \int_T \left| \frac{\partial u_h}{\partial s}(s,t) \right|^2 dt ds. \quad (8.7) \]
By (8.3),
\[ A(v_h(-S_h)) \leq \sqrt{E(q_h(-S_h, \cdot))}, \quad A(v_h(S_h)) \geq -\sqrt{E(q_h(S_h, \cdot))} = -\sqrt{E(q_{\text{max}})} = 0, \]
so the energy identity (2.29) for the solutions of the Rabinowitz-Floer equation implies the estimate
\[ \int_{-S_h}^{S_h} \int_{T} \left| \frac{\partial q_h}{\partial s}(s, t) \right|^2 dt ds \leq A(v_h(-S_h)) - A(v_h(S_h)) \leq \sqrt{E(q_h(-S_h, \cdot))}. \tag{8.8} \]

By (8.6), (8.7), (8.8), and the Cauchy-Schwarz inequality, we find
\[
d^2/A \leq \left( \int_{-S_h}^{S_h} \int_{T} \sqrt{g \left( \frac{\partial q_h}{\partial s}(s, t), \frac{\partial q_h}{\partial s}(s, t) \right)} dt ds \right)^2 \\
\leq 2S_h \int_{-S_h}^{S_h} \int_{T} g \left( \frac{\partial q_h}{\partial s}(s, t), \frac{\partial q_h}{\partial s}(s, t) \right) dt ds \leq 2CS_h \int_{-S_h}^{S_h} \int_{T} \left| \frac{\partial q_h}{\partial s}(s, t) \right|^2 dt ds \\
\leq 2CS_h \sqrt{E(q_h(-S_h, \cdot))}.
\]
The latter quantity is infinitesimal for \( h \to +\infty \), contradicting the fact that \( d \) is positive. This contradiction concludes the proof of the existence of a positive lower bound for \( S \). \qed

**Proof of Proposition 8.1.** The remaining part of the proof uses standard arguments from Floer theory, and we just sketch it. If \( \gamma^- \) and \( \gamma^+ \) are critical points of \( e \) with
\[ \text{Ind} (\gamma^-; E, e) = \text{Ind} (\gamma^+; E, -e) = 0, \]
then the discrete set \( M_P(\gamma^-, \gamma^+) \) is compact, hence finite. In fact, by Lemma 8.2, the only sequences in \( M_P(\gamma^-, \gamma^+) \) which might not converge are, up to subsequences, of the form \((q_h^-, v_h, q_h^+)\), with \( v_h = (S_h, v_h) \in A_0 \) and \( S_h \to +\infty \). Then breaking must occur, and in the limit we find an element which belongs to a component of negative virtual dimension of either \( M_\Phi \), \( M_\Psi \), or \( M_\Theta \), violating transversality. If \( n_P(\gamma^-, \gamma^+) \in \mathbb{Z}_2 \) denotes the parity of the set \( M(\gamma^-, \gamma^+) \), we define the homomorphism
\[ P : M_0(E, e) \to M^0(E, -e), \quad P\gamma^- := \sum_{\gamma^+ \in \text{crit } e} n_P(\gamma^-, \gamma^+) \gamma^+. \]

As we have already checked in the proof of Lemma 8.2, \( M_P(q_{\text{min}}, q_{\text{max}}) \) is empty, so
\[ Pq_{\text{min}} \in M^0_{[0, +\infty]}(E, -e), \]
as claimed.

Now assume that \( \gamma^- \) and \( \gamma^+ \) are critical points of \( e \) with
\[ \text{Ind} (\gamma^-; E, e) + \text{Ind} (\gamma^+; E, -e) = 1. \]
Using again the fact that \( S \) is bounded away from zero, one can show that the limiting points of each open arc in \( M_P(\gamma^-, \gamma^+) \) are elements of either
\[ W(\gamma^-, \gamma; -\nabla E, -\nabla e) \times M_P(\gamma, \gamma^+), \]
for some \( \gamma \in \text{crit } e \) with \( \text{Ind} (\gamma; E, e) = \text{Ind} (\gamma^-; E, e) - 1 \), or
\[ M_P(\gamma^-, \gamma) \times W(\gamma^+, \gamma; -\nabla E, \nabla e), \]
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for some \( \gamma \in \text{crit} e \) with \( \text{Ind}(\gamma; E, -e) = \text{Ind}(\gamma^+; E, -e) - 1 \), or
\[
\mathcal{M}_\Phi(\gamma^-, z) \times \mathcal{M}_\Phi(z, \gamma^+),
\]
for some \( z \in \text{crit} a \) with \( \mu(z) = \text{Ind}(\gamma^-; E, e) \). These limiting points contribute to either \( P\partial, \delta P \), or \( \Psi \circ \Phi \). On the other hand, every element
\[
((q^-, q^-), (e^+, q^+)) \in \mathcal{M}_\Phi(\gamma^-, z) \times \mathcal{M}_\Phi(z, \gamma^+),
\]
with
\[
\text{Ind}(\gamma^-; E, e) = \mu(z) = 1 - \text{Ind}(\gamma^+; E, e),
\]
is the limiting point of some arc in \( \mathcal{M}_P(\gamma^-, \gamma^+) \). More precisely, if \( q^- \in \mathcal{M}_b^k(z) \) and \( e^+ \in \mathcal{M}_b^k(z) \), then
\[
((q^-, q^-), (e^+, q^+))
\]
is the limiting point of a unique arc
\[
\rho \mapsto (q^-(\rho), \psi(\rho), q^+((\rho)) \in \mathcal{M}_P(\gamma^-, \gamma^+),
\]
with \( \psi(\rho) \in \mathcal{A}_{h+k-2} \). This fact can be proved by the standard gluing argument. Together with the analogous gluing results for
\[
\mathcal{W}(\gamma^-, \gamma; -\nabla E, -\nabla e) \times \mathcal{M}_P(\gamma, \gamma^+) \quad \text{and} \quad \mathcal{M}_P(\gamma^-, \gamma) \times \mathcal{W}(\gamma^+, \gamma; -\nabla E, \nabla e),
\]
the above facts allow to conclude that (8.1) holds.

\[ \Box \]

9 The short exact sequence and the proof of Theorem 1

We can use the chain homotopy \( P \) constructed in the last section in order to modify \( \Phi \) so that, together with \( \Psi \), we get a short exact sequence. More precisely, we set
\[
\Theta : M_*(E, E) \to RF_*(D^*M, \lambda, a), \quad \Theta := \Phi - \hat{\Psi} P\partial - \partial \hat{\Psi} P,
\]
\[
\hat{\Theta} : RF_*(D^*M, \lambda, a) \to M_*(E, E), \quad \hat{\Theta} := \hat{\Phi} + \hat{\psi} \partial \hat{\Psi} P \hat{\Phi}.
\]

By definition, \( \Theta \) is a chain map which is chain homotopic to \( \Phi \).

We recall that a short exact sequence of chain complexes
\[ 0 \to A \xrightarrow{\theta} B \xrightarrow{\psi} C \to 0 \quad (9.1) \]
is said to split if there are homomorphisms \( \theta : B \to A \) and \( \psi : C \to B \) such that
\[
\hat{\theta} \theta = \text{Id}_A, \quad \psi \psi = \text{Id}_C, \quad \theta \hat{\psi} + \psi \psi = \text{Id}_B.
\]

In this case, the homomorphism \( \Delta := \hat{\theta} \partial B \hat{\psi} \) is a chain map from \( C \) to \( A^+ \), the suspension of \( A \) (which is defined by \( (A^+)_k := A_{k-1} \) and \( \partial A^+ := -\partial A \)), and the induced homomorphism in homology,
\[
\Delta_* : H_* C \to H_* A^+ = H_{*-1} A,
\]
coincides with the connecting homomorphism associated to the exact sequence (9.1) (see e.g. [Dol80], Proposition 2.12). We are finally ready to state the first main result of this paper, which implies Theorem 1 of the Introduction:

**Theorem 9.1** Let \( M \) be a closed Riemannian manifold of dimension \( n \geq 2 \), and let \( (D^*M, \lambda) \) be its unit cotangent disk bundle, endowed with the standard Liouville 1-form. Let \( E \) be the geodesic energy functional on closed loops on \( M \), and let \( \Lambda \) be the corresponding Rabinowitz action functional on \( \Lambda T^* M \times \mathbb{R} \). If the auxiliary Morse functions \( e \in C^\infty(\text{crit} E) \) and \( a \in C^\infty(\text{crit} \Lambda) \) satisfy conditions (A0-A1-A2-A3-A4), then:
(a) The short sequence of chain complexes

\[ 0 \to M_*((\mathbb{E}, e)) \xrightarrow{\Theta} RF_*(D^*M, \lambda, a) \xrightarrow{\Psi} M^{1-*}((\mathbb{E}, -e)) \to 0 \]  

is exact.

(b) The homomorphisms \( \hat{\Theta} \) and \( \hat{\Phi} \) split the above exact sequence, that is

\[ \hat{\Theta} \hat{\Theta} = \text{Id}_{M_*}, \quad \Psi \hat{\Psi} = \text{Id}_{M^{1-*}}, \quad \hat{\Theta} \hat{\Phi} + \hat{\Phi} \Psi = \text{Id}_{RF_*}. \]

(c) The induced chain map

\[ \Delta := \hat{\Theta} \partial \hat{\Psi} : M^{1-*}((\mathbb{E}, -e)) \to (M_*((\mathbb{E}, e)))^+ \]

coincides with \( \hat{\Phi} \partial \hat{\Psi} \) and satisfies

\[ \Delta \gamma = \begin{cases} \chi(T^*M)q_{\text{min}} & \text{for } \gamma = q_{\text{max}}, \\ 0 & \text{for } \gamma \in (\text{crit } e) \setminus \{q_{\text{max}}\}, \end{cases} \]

where \( \chi(T^*M) \) is the Euler number of \( T^*M \).

Before proving the above theorem, let us derive its consequences (see also Theorem 1.10 in [CFO09]). Since \( \Theta \) is chain homotopic to \( \Phi \), the long exact sequence induced by (9.2) has the form

\[ \cdots \to H_k(M((\mathbb{E}, e))) \xrightarrow{\Phi} H_k(RF(D^*M, \lambda, a)) \xrightarrow{\Psi} H^{1-k}(M((\mathbb{E}, -e))) \xrightarrow{\Delta} H_{k-1}(M((\mathbb{E}, e))) \to \cdots \]

or, taking into account the isomorphism between Morse homology (resp. cohomology) and singular homology (resp. cohomology),

\[ \cdots \to H_k(\Lambda M) \xrightarrow{\Phi} H_k(RF(D^*M, \lambda, a)) \xrightarrow{\Psi} H^{1-k}(\Lambda M) \xrightarrow{\Delta} H_{k-1}(\Lambda M) \to \cdots \]  

(9.3)

The connecting homomorphism \( \Delta_* \) vanishes at every index, except possibly at index zero, where

\[ \Delta_* : H^0(M((\mathbb{E}, -e)) \cong H^0(\Lambda M) \to H_0(\Lambda M) \cong H_0(M((\mathbb{E}, e))) \]

is the composition

\[ H^0(\Lambda M) = \prod_{c \in [T, M]} H^0(\Lambda^c M) \xrightarrow{\pi_0} H^0(\Lambda^0 M) \xrightarrow{\chi(T^*M)} H^0(\Lambda^0 M) \xrightarrow{i_0} \bigoplus_{c \in [T, M]} H_0(\Lambda^c M) = H_0(\Lambda M), \]

where \( \pi_0 \) and \( i_0 \) denote the canonical projection and inclusion associated to the component \( \Lambda^0 M \) of \( \Lambda M \) consisting of contractible loops, and the middle homomorphism is the multiplication by the Euler number \( \chi(T^*M) \), that is the homomorphism

\[ H^0(\Lambda^0 M) \to H_0(\Lambda^0 M), \quad \xi^* \mapsto \chi(T^*M)\xi; \]

where \( \xi \) generates \( H_0(\Lambda^0 M) \) and \( \xi^* \) is the dual generator of \( H^0(\Lambda^0 M) \cong H_0(\Lambda^0 M)^* \). By the exactness of the long sequence (9.3) and the above description of the connecting homomorphism \( \Delta_* \), the Rabinowitz-Floer homology groups of the unit cotangent disk bundle are easily seen to be

\[ H_k(RF(D^*M, \lambda, a)) = \begin{cases} H_k(\Lambda M) & \text{for } k \geq 2, \\ H^{1-k}(\Lambda M) & \text{for } k \leq -1, \end{cases} \]

when \( k \neq 0, 1 \), whereas

\[ H_k(RF^c(D^*M, \lambda, a)) = H_k(\Lambda^c M) \oplus H^{1-k}(\Lambda^c M), \quad \text{for } k = 0, 1, \]
if either $c \in [T, M]$ is non-contractible or $\chi(T^* M) = 0$, and

$$H_0 RF^0(D^* M, \lambda, \alpha) = H^1(\Lambda^0 M), \quad H_1 RF^0(D^* M, \lambda, \alpha) = H_1(\Lambda^0 M),$$

when $c = 0 \in [T, M]$ is contractible and $\chi(T^* M) \neq 0$. These considerations conclude the proof of Theorem 1 of the Introduction.

The following proof of Theorem 9.1 is based on Propositions 5.2, 6.1, 7.3, and 8.1, whose content we use repeatedly without further reference.

**Proof.** We start by observing that $P_{q_{\min}} \in M_{[0^+, +\infty]}$, so $\hat{\Psi}P_{q_{\min}} \in RF_{[-\infty, 0]}^*$, hence

$$\partial \hat{\Psi}P_{q_{\min}} \in RF_{[-\infty, 0]}^*.$$

(9.4)

We also have the chain of implications

$$\text{Im } \hat{\Psi} = RF^- \implies \text{Im } \partial \hat{\Psi} \subset z_{q_{\min}}^+ Z_2 + RF^- \implies \text{Im } \hat{\Phi} \partial \hat{\Psi} \subset q_{\min} Z_2.$$

Together with (9.4), the last inclusion implies that

$$\text{Im } \partial \hat{\Psi} \hat{\Phi} \partial \hat{\Psi} \subset RF_{[-\infty, 0]}^* \subset RF^-,$$

and we deduce that

$$\hat{\Phi} \partial \hat{\Psi} P \hat{\Phi} \partial \hat{\Psi} = 0.$$

(9.5)

Together with the identities $\hat{\Phi} \hat{\Psi} = \text{Id}_{M^*}$, $\hat{\Phi} = 0$, (9.5) implies that

$$\hat{\Theta} = (\hat{\Phi} + \hat{\Phi} \partial \hat{\Psi} P \hat{\Phi})(\Phi - \hat{\Psi} P \partial - \partial \hat{\Psi} P) = \text{Id}_{M^*} - \hat{\Phi} \partial \hat{\Psi} P + \hat{\Phi} \partial \hat{\Psi} P - (\hat{\Phi} \partial \hat{\Psi} P \hat{\Phi} \partial \hat{\Psi}) P = \text{Id}_{M^*},$$

which shows that $\Theta$ is injective with left inverse $\hat{\Theta}$.

We claim that

$$RF = \text{Im } \Theta + RF^-.$$  \hspace{1cm} (9.6)

For any $\xi \in RF_*$, there exists $\eta \in M_*$ such that $\xi \in \Phi \eta + RF^-$. Thus we have the inclusions

$$\xi \in \Phi \eta + RF^- = (\Theta \eta + \hat{\Psi} P \partial \eta + \partial \hat{\Psi} P \eta) + RF^- = (\Theta \eta + \partial \hat{\Psi} P \eta) + RF^- \subset \Theta \eta + z_{q_{\min}}^+ Z_2 + RF^-.$$  \hspace{1cm} (9.7)

By (9.4),

$$\Theta q_{\min} = \Phi q_{\min} - \partial \hat{\Psi} P q_{\min} \in z_{q_{\min}}^+ + RF^-,$$

which is equivalent to

$$z_{q_{\min}}^+ \in \Theta q_{\min} + RF^-.$$

Then (9.7) implies that

$$\xi \in \text{Im } \Theta + RF^-,$$

concluding the proof of our claim (9.6). By the identity $\Psi \hat{\Psi} = \text{Id}_{M^*}$,

$$\Psi \Theta = \Psi (\Phi - \hat{\Psi} P \partial - \partial \hat{\Psi} P) = P \partial + \delta P - \Psi \hat{\Psi} P \partial - \Psi \partial \hat{\Psi} P = P \partial + \delta P - P \partial - \partial \Psi \hat{\Psi} P = 0.$$

So $\text{Im } \Theta \subset \ker \Psi$, but since

$$RF = \ker \Psi \oplus RF^-,$$

the identity (9.6) implies that $\text{Im } \Theta = \ker \Psi$. Since we already know that $\Psi$ is surjective, this concludes the proof of (a).

By (9.5), the square of $\hat{\Phi} \partial \hat{\Psi} P$ vanishes, so $\text{Id}_{M^*} + \hat{\Phi} \partial \hat{\Psi} P$ is an automorphism. Therefore, the kernel of

$$\hat{\Theta} = (\text{Id}_{M^*} + \hat{\Phi} \partial \hat{\Psi} P) \hat{\Phi}$$

coincides with the kernel of $\hat{\Phi}$, that is $RF^-$. Then $\Theta \hat{\Theta}$ is the projector onto $\text{Im } \Theta = \ker \Psi$ along $RF^-$, whereas $\Psi \Psi$ is the projector onto $RF^-$ along $\text{Ker } \Psi = \text{Im } \Theta$. It follows that

$$\Theta \hat{\Theta} + \Psi \Psi = \text{Id}_{RF^-}.$$
concluding the proof of (b).

By (9.5), we have
\[ \Delta := \hat{\Theta} \partial \hat{\Psi} = \hat{\Phi} \partial \hat{\Psi} \partial \hat{\Psi} + \hat{\Phi} \partial \hat{\Psi} = \hat{\Phi} \partial \hat{\Psi}. \]

Moreover, we have the chain of implications
\[ \hat{\Psi}_{q_{\text{max}}} \in z_{q_{\text{max}}}^{-} + RF_{-\infty,0} \implies \partial \hat{\Psi}_{q_{\text{max}}} \in \chi(M) z_{q_{\text{min}}}^{+} + RF_{-\infty,0} \implies \Delta_{q_{\text{max}}} = \hat{\Phi} \partial \hat{\Psi}_{q_{\text{max}}} = \chi(T^{*}M) q_{\text{min}}. \]

Finally, if \( \gamma \) is in \( (\text{crit e}) \setminus \{q_{\text{max}}\} \), then the coefficient of \( z_{q_{\text{max}}}^{-} \) in \( \hat{\Psi} \gamma \) vanishes, so \( \partial \hat{\Psi} \gamma \) belongs to \( RF_{-\infty} \), and hence \( \hat{\Phi} \partial \hat{\Psi} \gamma = 0 \). This concludes the proof of (c). \( \square \)

**Remark 9.2** Instead of modifying the chain map \( \Phi \), we can modify \( \Psi \) within its chain homotopy class, by defining \( \Gamma := \Psi - \delta P \hat{\Phi} - P \hat{\Phi} \partial \). The short sequence
\[ 0 \to M_{*}(E,e) \xrightarrow{\Phi} RF_{*}(D^{*}M,\lambda,a) \xrightarrow{\Gamma} M^{1-\varepsilon}(E,-e) \to 0 \]
is exact and the other statements of Theorem 9.1 hold, with obvious modifications.

## 10 Uniformly convex domains in \( T^{*}M \) containing a Lagrangian graph

Let us consider the situation of Example 2 in Section 1: \( M \) is a closed manifold and \( W \) is a compact subset of \( T^{*}M \), which has smooth fiberwise uniformly convex boundary and whose interior part contains a Lagrangian graph, that is a set of the form
\[ \{(q, \theta(q)) \mid q \in M\}, \]
where \( \theta \) is a smooth closed one-form on \( M \). We recall that in this case \( W \) is a Liouville domain with respect to the one-form
\[ \lambda_{\theta} := \lambda - \pi^{*} \theta. \]

We assume that the closed orbits of the Reeb vector field \( R \) on \( \partial W \) induced by the contact form \( \alpha := \lambda_{\theta}|_{\partial W} \) are of Morse-Bott type (see Section 3).

**The Hamiltonian \( H \).** For every \( q \in M \), let
\[ f_{q} : T^{*}_{q}M \to \mathbb{R} \]
be the function which takes the value 1 on \( \partial W \cap T^{*}_{q}M \) and is such that the function
\[ p \mapsto f_{q}(\theta(q) + p), \quad p \in T^{*}_{q}M, \]
is homogeneous of degree 2. The function \( f_{q} \) is continuously differentiable on \( T^{*}_{q}M \) and it is smooth on \( T^{*}_{q}M \setminus \{\theta(q)\} \) (it is everywhere smooth if and only if \( \partial W \cap T^{*}_{q}M \) is an ellipsoid). By the 2-homogeneity,
\[ df_{q}(p)[p - \theta(q)] = 2 f_{q}(p), \quad \forall p \in T^{*}_{q}M. \quad (10.1) \]

By the properties of \( W \), we can find a smooth function \( H \) on \( T^{*}M \) which has positive definite fiberwise second differential and such that
\[ H(q,p) = \frac{1}{2} (f_{q}(p) - 1) \quad (10.2) \]
We recall that the Mañé critical value curve \( q,v \) for every \((L)\)

\[
\lambda_q(X_H(q,p)) = (\lambda - \pi^\ast \theta)(X_H(q,p)) = d_p H(q,p)[p - \theta(q)] = \frac{1}{2} df_q(p)[p - \theta(q)] = f_q(p) = 1,
\]

so \( X_H|_{\partial W} \) coincides with the Reeb vector field \( R \).

By the discussion of Example 2 in Section 1, the completion of \((W, \lambda_0)\) is identified with \( T^*M \) by means of the embedding

\[
\partial W \times [0, +\infty) \rightarrow T^*M, \quad ((q,p), \rho) \mapsto (q, \theta(q) + \rho(p - \theta(q)));
\]

By the fact that (10.2) holds on \( T^*M \setminus \text{Int}(W) \), and by the 2-homogeneity property of \( f_q \), for every \((q,p) \in \partial W \) and every \( \rho \geq 1 \) we have

\[
H((q,p), \rho) = H(q, \theta(q) + \rho(p - \theta(q))) = \frac{1}{2} \left( f_q(\theta(q) + \rho(p - \theta(q))) - 1 \right) = \frac{1}{2} \left( \rho^2 f_q(p) - 1 \right).
\]

We conclude that the Hamiltonian \( H \) is compatible with \((\partial W, \alpha)\) and eventually quadratic on the completion \((\hat{W}, \lambda_0) = (T^*M, \lambda_0)\) of \( W \) (see Section 3), so we can use it to define the Rabinowitz-Floer homology of \((W, \lambda_0)\). By construction, the second derivatives of \( H \) satisfy the bounds:

\[
d^2 H(q,p) \geq h_0 \text{Id},
\]

\[
|\nabla H(q,p)| \leq h_1,
\]

\[
|\nabla^2 H(q,p)| \leq h_1(1 + |p|),
\]

\[
|\nabla^3 H(q,p)| \leq h_1(1 + |p|^2),
\]

for every \((q,p) \in T^*M\), for some \( h_0, h_1 > 0 \). Here \( \nabla_{pp}, \nabla_{qp}, \) and \( \nabla_{qq} \) are the components of the Hessian of \( H \) associated to the horizontal-vertical splitting of \( TT^*M \) induced by some Riemannian metric on \( M \). The symbol \(| \cdot |\) denotes the norm on \( TM \) and on \( T^*M \) induced by such a metric.

The Lagrangian L. Let \( L : TM \to \mathbb{R} \) be the Fenchel transform of \( H \), defined by

\[
L(q,v) := \max_{p \in T^*_q M} \left( (p,v) - H(q,p) \right).
\]

By (10.3) and (10.4), \( L \) is smooth, and satisfies similar bounds:

\[
d^2 L(q,v) \geq \ell_0 \text{Id},
\]

\[
|\nabla_{vq} L(q,v)| \leq \ell_1,
\]

\[
|\nabla_{qq} L(q,v)| \leq \ell_1(1 + |v|),
\]

\[
|\nabla_{qq} L(q,v)| \leq \ell_1(1 + |v|^2),
\]

for every \((q,v) \in TM\), for some \( \ell_0, \ell_1 > 0 \). The Lagrangian action of an absolutely continuous curve \( \gamma : [0,T] \to M \) is denoted by

\[
S_L(\gamma) := \int_0^T L(\gamma(t), \gamma'(t)) \, dt.
\]

We recall that the Mañé critical value of the Lagrangian \( L \) is the number

\[
c(L) := \inf \{ \kappa \in \mathbb{R} \mid S_{L + \kappa}(\gamma) \geq 0 \ \forall \gamma : \mathbb{R}/T\mathbb{Z} \to M \text{ absolutely continuous, } \forall T > 0 \}.
\]

Contreras, Iturriaga, G. P. Paternain and M. Paternain [CIPP98] have shown that the Mañé critical value of the Lagrangian \( L \) can be expressed in terms of the dual Hamiltonian \( H \) as

\[
c(L) = \sup_{\nu \in C^{\infty}_{c}(M)} \max_{q \in M} H(q, du(q)).
\]

Since \( \theta \) is a closed one-form, the Lagrangian \( L - \theta \) defines the same Euler-Lagrange equation as the Lagrangian \( L \), in particular it defines the same extremal curves. Moreover, the Fenchel transform
of \( L - \theta \) is the Hamiltonian \((q,p) \to H(q,p + \theta(q))\). By using (10.7), we deduce that the Mañé critical value of the Lagrangian \( L - \theta \) is negative:

\[
c(L - \theta) = \inf_{u \in C^\infty(M)} \max_{q \in M} H(q, du(q) + \theta(q)) \leq \max_{q \in M} H(q, \theta(q)) < 0,
\]

where we have used also the fact that the image of the one-form \( \theta \) is contained in \( \text{Int}(W) = \{ H < 0 \} \).

**Remark 10.1** If one starts from the Lagrangian formulation, the setting described in this section takes the following form. Let \( L \) be a Tonelli Lagrangian on \( TM \), that is a smooth function \( L \) on \( TM \) such that

\[
\lim_{|v| \to +\infty} \frac{L(q,v)}{|v|} = +\infty,
\]

and the fiberwise second differential \( d^2_L(q,v) \) is everywhere positive. We pick a real number \( \kappa \) which is larger than the strict Mañé critical value of \( L \), that is the Mañé critical value of the lift of \( L \) to the Abelian cover of \( M \), or equivalently the number

\[
c_0(L) := \min_{\theta} c(L - \theta),
\]

where the minimum is taken over the set of all closed one-forms on \( M \), see [PP97]. Let \( H \in C^\infty(T^*M) \) be the Hamiltonian which is Fenchel dual to \( L \), and let \( W \) be the set \( \{ H \leq \kappa \} \). If \( \theta \) is a closed one-form on \( M \) such that \( c(L - \theta) = c_0(L) \), then the characterization (10.7) applied to \( L - \theta \) implies that there exists a smooth function \( u \) on \( M \) such that the interior part of \( W \) contains the Lagrangian graph given by the image of the closed one-form \( du + \theta \). Therefore, \( W \) fulfills the requirements of this section (and of Theorem 2 of the Introduction). On the other hand, if \( \kappa \leq c_0(L) \) then the energy level \( H^{-1}(\kappa) \) may not be of contact type, so in particular \( \{ H \leq \kappa \} \) may not be a Liouville domain with respect to any primitive of the symplectic form \( \omega \). In fact by Theorem B.1 in [Con06], \( H^{-1}(\kappa) \) is never of contact type when \( c_0(L) < \kappa \leq c_0(L) \) and \( M \) is not the 2-torus. Here \( c_0(L) \) is the Mañé critical value of the lift of \( L \) to the universal cover of \( M \), a number which is in general strictly lower than \( c_0(L) \), see [PP97]. Therefore, for \( \kappa \leq c_0(L) \) the Rabinowitz-Floer homology, as presented in this paper, may not be well-defined, and one has to use the generalized theory which was recently introduced by Cieliebak, Frauenfelder, and Paternain in [CFP09].

### 11 The Morse chain complex and differential complex of the free period Lagrangian action functional

The aim of this section is to show how the fact that the Mañé critical value of \( L - \theta \) is negative allows to associate a Morse chain complex and a Morse differential complex to the free period action functional \( S_{L-\theta} \). The necessary analysis is due to Contreras [Con06] (see also [CIPP00]).

**Properties of the action functional** \( S \). It is useful to reparametrize every closed curve \( \gamma : \mathbb{R}/T\mathbb{Z} \to M \), for \( T > 0 \) arbitrary, on the circle of unit length \( T = \mathbb{R}/\mathbb{Z} \), by setting \( q(\tau) := \gamma(T\tau) \) for \( \tau \in \mathbb{T} \). With this change of variable, the action of \( \gamma \) associated to the Lagrangian \( L - \theta \) takes the form

\[
S(q,T) = S_{L-\theta}(q,T) := S_{L-\theta}(\gamma) = \int_0^T (L-\theta)(\gamma(t),\gamma'(t)) \, dt = T \int_0^T (L-\theta)(q(\tau),q'(\tau)/T) \, d\tau
\]

\[
= T \int_0^T L(q(\tau),q'(\tau)/T) \, d\tau - \int_0^T q^*(\theta).
\]

A suitable functional space for the Morse theory of \( S \) is the Hilbert manifold

\[
\mathcal{M} := W^{1,2}(\mathbb{T}, M) \times ]0, +\infty[.
\]
We denote by \( \mathcal{M}^0 \) the connected component of \( \mathcal{M} \) corresponding to contractible loops. By (10.5), there are positive numbers \( \ell_2, \ell_3 > 0 \) such that

\[
(L - \theta)(q, v) \geq \ell_2 |v|^2 - \ell_3, \quad \forall (q, v) \in TM.
\]

Together with the fact that \( c(L - \theta) \) is negative, the above estimate has the following consequences:

**Proposition 11.1**

(a) \( S \) is strictly positive on \( \mathcal{M} \), and

\[
\inf_{\mathcal{M}^0} S = 0, \quad \inf_{\mathcal{M} \setminus \mathcal{M}^0} S > 0.
\]

(b) For every \( S \in \mathbb{R} \),

\[
\inf \{ T > 0 \mid (q, T) \in \mathcal{M} \setminus \mathcal{M}^0, \ S(q, T) \leq S \} > 0.
\]

(c) For every \( (q, T) \) in \( \mathcal{M} \) there holds

\[
\int_T \|q'(\tau)\|^2 d\tau \leq \frac{T}{\ell_2} S(q, T) + \frac{\ell_3}{\ell_2} T^2.
\]

(d) For every \( (q, T) \) in \( \mathcal{M} \) there holds

\[
S(q, T) \geq -c(L - \theta)T.
\]

**Proof.** By (11.1), there holds

\[
S(q, T) = T \int_T (L - \theta)(q(\tau), q'(\tau)/T) d\tau \geq \frac{\ell_2}{T} \int_T |q'(\tau)|^2 d\tau - \ell_3 T,
\]

which implies (c). Since \( M \) is compact, the length of every non-contractible absolutely continuous curve is bounded from below by some positive number \( \ell \). Therefore, if \( (q, T) \in \mathcal{M} \setminus \mathcal{M}^0 \) then

\[
\ell^2 \leq \left( \int_T |q'(\tau)| d\tau \right)^2 \leq \int_T |q'(\tau)|^2 d\tau,
\]

from which, using (c) and the bound \( S(q, T) \leq S \), we get

\[
T^2 \geq \frac{\ell_2}{\ell_3} \ell^2 - \frac{T}{\ell_3} S(q, T) \geq \frac{\ell_2}{\ell_3} \ell^2 - \frac{T}{\ell_3} S,
\]

which implies (b). If \( \gamma(t) = q(t/T) \), then

\[
S(q, T) = \int_0^T (L - \theta)(\gamma(t), \gamma'(t)) dt = \int_0^T \left( (L - \theta)(\gamma(t), \gamma'(t)) + c(L - \theta) \right) dt - c(L - \theta)T \geq -c(L - \theta)T,
\]

because of the definition of the Mañé critical value \( c(L - \theta) \). This proves (d). Since \( c(L - \theta) < 0 \), the inequality (d) implies that \( S > 0 \). If \( q : \mathbb{T} \to M \) is a constant loop, then

\[
S(q, T) = TL(q, 0)
\]

converges to zero for \( T \downarrow 0 \), so the infimum of \( S \) on \( \mathcal{M}^0 \) is zero. By (b) and (d), the infimum of \( S \) on \( \mathcal{M} \setminus \mathcal{M}^0 \) is positive. This concludes the proof of (a).

The functional \( S \) is of class \( C^{1,1} \) on \( \mathcal{M} \), but in general it is not twice differentiable. More precisely, \( S \) is everywhere twice Gateaux-differentiable, but it is twice Fréchet-differentiable at some \( (q, T) \in \mathcal{M} \) if and only if for every \( \tau \in \mathbb{T} \) the function \( v \mapsto L(q(\tau), v) \) is a polynomial.
of degree at most 2 on $T_{q(t)} M$, see [AS09]. Let $E : TM \to \mathbb{R}$ be the energy associated to the Lagrangian $L - \theta$, or equivalently to the Lagrangian $L$, that is the function

$$E(q, v) = d_v (L - \theta)(q, v)[v] - (L - \theta)(q, v) = d_v L(q, v)[v] - L(q, v).$$

Equivalently, $E$ is the composition of $H$ with the Legendre transform

$$TM \to T^* M, \quad (q, v) \mapsto d_v L(q, v).$$

Therefore, $E$ is constant along the Euler-Lagrange flow induced by $L$, and the quadratic growth assumptions on $H$ (10.3-10.4) imply that also $E$ has quadratic growth in $v$, so by (10.6) we can find positive numbers $e_0, e_1$ such that

$$E(q, v) \geq e_0 L(q, v) - e_1, \quad \forall (q, v) \in TM. \quad (11.2)$$

The partial derivative of $S$ with respect to the second variable is easily seen to be

$$\frac{\partial S}{\partial T}(q, T) = -\frac{1}{T} \int_0^T E(\gamma(t), \gamma'(t)) \, dt; \quad (11.3)$$

where as before $\gamma(t) = q(t/T)$. Therefore, $(q, T)$ is a critical point of $S$ on $\mathcal{M}$ if and only if $\gamma$ is a periodic solution of the Euler-Lagrange equation associated to $L$ with (not necessarily minimal) period $T$ and energy $E(\gamma, \gamma') \equiv 0$. Equivalently, $t \mapsto d_v L(\gamma(t), \gamma'(t))$ is a $T$-periodic orbit of $X_H$ on the energy surface $\partial W = H^{-1}(0)$. Since such an energy surface is compact and does not contain critical points of $H$, the period of its closed Hamiltonian orbits is bounded away from zero, so

$$\inf \{ T > 0 \mid (q, T) \in \text{crit } S \} > 0.$$

Together with statement (d) of Proposition 11.1 and the fact that $c(L - \theta)$ is negative, we deduce that the critical values of $S$ are bounded away from zero:

$$\inf \{ S(q, T) \mid (q, T) \in \text{crit } S \} > 0. \quad (11.4)$$

**A smooth pseudo-gradient for $S$.** We recall that $W^{1,2}(\mathbb{T}, M)$ is endowed with the complete metric (4.1) induced by the Riemannian structure of $M$, and we can endow $\mathcal{M}$ with the product metric by the standard metric of $[0, +\infty[$. Of course, such a metric - that we still denote by $\langle \langle \cdot, \cdot \rangle \rangle$ - is not complete. The corresponding norms on $T_0 \mathcal{M}$ and $T^* \mathcal{M}$ are denoted by $\| \cdot \|$.

By (11.3) and (11.2),

$$\langle \langle \nabla S(q, T), \frac{\partial}{\partial T} \rangle \rangle = \frac{\partial S}{\partial T}(q, T) \leq -\frac{e_0}{T} S(q, T) + e_1. \quad (11.5)$$

In particular,

$$\langle \langle \nabla S(q, T), \frac{\partial}{\partial T} \rangle \rangle < -e_1 \quad \text{if} \quad S(q, T) \geq \frac{2e_1}{e_0} T. \quad (11.6)$$

Although the functional $S$ is just $C^{1,1}$ on $\mathcal{M}$, the Morse-Bott assumption allows to construct a smooth pseudo-gradient for $S$, by which we here mean a smooth vector field $Z$ on $\mathcal{M}$ such that:

(Z1) $Z$ is bounded;

(Z2) $dS(w)(Z(w)) \geq 1/2 \min \{ 1, \| dS(z) \| \}$, for every $w \in \mathcal{M}$;

(Z3) $\text{sing } Z = \text{crit } S$ and for every $w$ in such a set $\nabla Z(w) = \nabla^2 S(w)$, the Gateaux Hessian of $S$ at $w$.

The symbol $\text{sing } Z$ denotes the set of zeroes of the vector field $Z$, and the Jacobian $\nabla Z(w) : T_{q(w)} \mathcal{M} \to T_{q(Z(w))}$ is well-defined at every $w \in \text{sing } Z$. The construction of such a smooth pseudo-gradient vector field is described in [AS09], in the case of the fixed period action functional - under Morse assumptions - but the case of the free period functional - under Morse-Bott assumptions - is analogous. The construction of $Z$ far from the critical set of $S$ uses just a partition of unity argument, so by (11.6) we may also achieve the property:
(Z4) There exists $\delta > 0$ such that \( \langle Z(q,T), \partial / \partial T \rangle \) < 0 if \( S(q,T) \geq \delta T \).

The construction of \( Z \) near the critical set uses the fact that this set is a smooth manifold, by the Morse-Bott assumption, and some properties of the map \( w \mapsto \nabla^2 S(w) \) with respect to the strong topology of operators.

We recall that a Palais-Smale sequence at level \( S \) for the pair \((S,Z)\) is a sequence \((w_h) \subset \mathcal{M}\) such that \( S(w_h) \to S \) and \( dS(w_h)[Z(w_h)] \to 0 \), and that the Palais-Smale condition at level \( S \) holds whenever every such sequence has a subsequence which converges in \( \mathcal{M} \) (see [AM06]; when \( Z \) is the gradient of \( w \)).

Let \( \phi^{-Z} \) be the local flow of \( -Z \) on \( \mathcal{M} \). Property (Z2) above guarantees that \( S \) is strictly decreasing on the non-constant orbits of \( \phi^{-Z} \). If \( w \in \mathcal{M} \), let \( |\sigma \rangle \) be the maximal interval of existence of the flow line \( \sigma \mapsto \phi^{-Z}(\sigma,w) \) through \( w \). A subset \( \mathcal{A} \subset \mathcal{M} \) is positively (respectively, negatively) invariant with respect to \( \phi^{-Z} \) if \( w \in \mathcal{A} \) implies \( \phi^{-Z}(\sigma,w) \in \mathcal{A} \) for every \( \sigma \in [0,\sigma_+(w)] \) (resp., for every \( \sigma \in [\sigma_-(w),0) \)). The local flow \( \phi^{-Z} \) is said to be positively (resp., negatively) complete with respect to the positively (resp., negatively) invariant set \( \mathcal{A} \) if every \( w \in \mathcal{M} \) such that \( \sigma_+(w) < +\infty \) (resp. \( \sigma_-(w) > -\infty \)) eventually enters \( \mathcal{A} \), that is \( \phi^{-Z}(\sigma,w) \in \mathcal{A} \) for some \( \sigma > 0 \) (resp., \( \sigma < 0 \)).

Proposition 11.2  
(a) The pair \((S,Z)\) satisfies the Palais-Smale condition at every level \( S > 0 \).

(b) For every \( S > 0 \), the local flow \( \phi^{-Z} \) is positively complete with respect to the sublevel \( \{ S < S \} \).

(c) Let \( S > 0 \). Then the set \( \mathcal{A}_S := \{(q,T) \in \mathcal{M} \mid \delta T < S < S(q,T) \} \)

contains no critical points of \( S \) and is negatively invariant with respect to the local flow \( \phi^{-Z} \).

Moreover, the restriction of the local flow \( \phi^{-Z} \) to the (negatively invariant) set \( \{ S > S \} \) is negatively complete with respect to \( \mathcal{A}_S \).

(d) The functional \( S \) has a positive minimum on every connected component of \( \mathcal{M} \setminus \mathcal{M}^0 \). Moreover, \( S \) has a positive minimum on \( (\text{crit } S) \cap \mathcal{M}^0 \).

(e) If \( w \in \mathcal{M}^0 \) and

\[ S(z) < \min_{\{ S \} \cap \mathcal{M}^0} S, \]

then, setting \( (q(\sigma),T(\sigma)) := \phi^{-Z}(\sigma,w), S(q(\sigma),T(\sigma)) \to 0, T(\sigma) \to 0, \) and \( q(\sigma) \) converges in \( W^{1,2} \) to a constant loop, for \( \sigma \uparrow \sigma_+(w) \).

Proof. Statement (a) is proved in [Con06], Proposition 3.12, in a similar setting. Here we just sketch the argument. Let \((q_h,T_h)\) be a Palais-Smale sequence for \((S,Z)\) at level \( S > 0 \). Since \( c(L - \theta) < 0 \), by Proposition 11.1 (d) the sequence \((T_h)\) is bounded from above. By property (Z2) of the pseudo-gradient \( Z \), the sequence \( \| dS(q_h, T_h) \| \) is infinitesimal. Moreover, by (11.5),

\[ \| dS(q_h, T_h) \| \geq \left| \frac{\partial S}{\partial T}(q_h, T_h) \right| \geq \frac{c_0}{T_h} S(q_h, T_h) - e_1, \]

and since \( S(q_h, T_h) \to S > 0 \), we conclude that \((T_h)\) is bounded away from zero. Up to a subsequence, we may assume that \( T_h \to T \in [0, +\infty] \). Then the proof of the compactness of \((q_h)\) in \( W^{1,2}(T,M) \) is analogous to the case of the fixed period action functional (see e.g. [Ben86], or [AS09]): one uses the upper bound on the action and the quadraticity of the Lagrangian to show that \((q_h)\) is equi-1/2-Hölder continuous, so up to a subsequence it converges uniformly, and the fact that \( \| dS(q_h, T_h) \| \) is infinitesimal allows to prove that the latter convergence is in \( W^{1,2} \). This concludes the proof of (a).

Since \( Z \) is bounded with respect to the product metric on \( \mathcal{M} \), if \( w \) is an element of \( \mathcal{M} \) such that \( \sigma_+(w) < +\infty \), then, denoting the orbit of \( z \) as \( \phi^{-Z}(\sigma,w) = (q(\sigma),T(\sigma)) \), we have

\[ \lim_{\sigma \to \sigma_+(w)} T(\sigma) = 0. \]
Since $T(\sigma) > 0$ for $\sigma < \sigma_+(w)$, there exists a sequence $\sigma_h \uparrow \sigma_+(w)$ such that $T'(\sigma_h) \leq 0$. However, by property (Z4) of $Z$,

$$T'(\sigma) = \langle \frac{d}{d\sigma} \phi^{-Z}(\sigma, w), \frac{\partial}{\partial T} \rangle = -\langle Z(q(\sigma), T(\sigma)), \frac{\partial}{\partial T} \rangle > 0, \text{ if } \delta T(\sigma) \leq S(q(\sigma), T(\sigma)). \quad (11.7)$$

This fact forces the decreasing function $\sigma \rightarrow S(q(\sigma), T(\sigma))$ to converge to zero for $\sigma \uparrow \sigma_+(w)$. Therefore for every $S > 0$, $\phi^{-Z}(\sigma, w)$ eventually enters the positively invariant set $\{S < S\}$. This proves (b).

Let $S > 0$. By (11.7), the set $\mathcal{A}_S$ contains no critical points of $S$ and is negatively invariant with respect to $\phi^{-Z}$. Let $\sigma \mapsto \phi^{-Z}(\sigma, w) = (q(\sigma), T(\sigma))$ be the flow line through a point $w$ in $\{S > S\}$ and assume that $\sigma_-(w) > -\infty$. By the boundeness of $Z$, we have

$$\liminf_{\sigma \downarrow \sigma_-(w)} T(\sigma) = 0.$$

In particular, there exists $\sigma \in ]\sigma_-(w), 0[\text{ such that } T(\sigma) < S/\delta$ and hence $(q(\sigma), T(\sigma)) \in \mathcal{A}_S$. This shows that the restriction of the local flow $\phi^{-Z}$ to $\{S > S\}$ is negatively complete with respect to $\mathcal{A}_S$ and concludes the proof of (c).

By the Palais-Smale condition proved in (a) and by Proposition 11.1 (a), $S$ has a minimum on every connected component of $\mathcal{M} \setminus \mathcal{M}^0$. By (a) and (11.4), $S$ has a minimum on its critical set in the component $\mathcal{M}^0$. This proves (d).

Let $z$ and $(q(\sigma), T(\sigma))$ be as in (e). By (a) and (b), $S(q(\sigma), T(\sigma)) \rightarrow 0$ for $\sigma \uparrow \sigma_+(w)$. So Proposition 11.1 (d) implies that $T(\sigma) \rightarrow 0$, and by Proposition 11.1 (c), $q(\sigma)$ converges to a constant loop in $W^{1,2}$, for $\sigma \uparrow \sigma_+(w)$. This concludes the proof of (e).  

\section*{The Morse chain complex of $S$}

The fact that the functional $S$ admits a pseudo-gradient vector field $Z$ for which the properties (a) and (b) of Proposition 11.2 hold implies that for every $S_0 > 0$ the \textit{relative Morse chain complex} of $S$ with respect to the sublevel $\{S < S_0\}$ is well-defined (see [AM06]). By (11.4) and Proposition 11.2 (d), we can choose $S_0 > 0$ to be so small that

$$S_0 < \min \text{critval} S, \quad (11.8)$$

where $\text{critval} S$ denotes the set of critical values of $S$. Since we are in a Morse-Bott setting, we need to fix also a Morse function $s \in C^\infty(\text{crit } S)$ and a Riemannian metric $g_0$ on $\text{crit } S$ such that the corresponding negative gradient flow of $s$ is Morse-Smale. By the construction of Section 4, up to the perturbation of the pseudo-gradient vector field $Z$ and of the metric $g_0$, we get a boundary operator

$$\partial : M_k^{0,+\infty}(S, s) \rightarrow M_{k-1}^{0,+\infty}(S, s).$$

The reason why we specify the interval $]0, +\infty[$ for the Morse complex of a functional all of whose critical values are positive is that we wish to reserve the notation $M_*(S, s)$ for an extension of this chain complex, which takes into account also the critical points at infinity of $S$. See below.

The homology of the chain complex $(M_k^{0,+\infty}(S, s), \partial)$ is isomorphic to the relative singular homology of the pair $(\mathcal{M}, \{S < S_0\})$. The singular homology of this topological pair is isomorphic to the singular homology of the pair $(\Lambda M, M)$, the space of free loops on $M$ modulo the constant loops $M \subset \Lambda M$, so:

$$H_k M_k^{0,+\infty}(S, s) \cong H_k(\Lambda M, M), \quad \forall k \in \mathbb{Z}.$$

In fact, we have the following:

\section*{Proposition 11.3}

If $0 < S_0 < \min \text{critval} S$, then the topological pair $(\mathcal{M}, \{S < S_0\})$ is homotopically equivalent to $(\Lambda M, M)$.  

\section*{Proof of Proposition 11.3}


Proof. Let $T_0 > 0$ be so small that

$$T_0 \max_{q \in M} L(q, 0) < S_0.$$ 

Then the map

$$j : (W^{1,2}(T, M), M) \to (\mathcal{M}, \{S < S_0\}), \quad j(q) := (q, T_0),$$

is well-defined, because if $q \in M$ is a constant loop then

$$\mathcal{S}(j(q)) = \mathcal{S}(q, T_0) = T_0 L(q, 0) < S_0.$$ 

If $S_0$ is less than the minimum critical value of $\mathcal{S}$, a homotopy inverse

$$r : (\mathcal{M}, \{S < S_0\}) \to (W^{1,2}(T, M), M),$$

of $j$ is constructed by using the negative gradient flow of $\mathcal{S}$ (or the flow of $-Z$), taking into account statement (e) in Proposition 11.2. Then the thesis follows from the fact that the inclusion

$$(\Lambda M, M) \hookrightarrow (W^{1,2}(T, M), M)$$

is a homotopy equivalence. \hfill \Box

If we want to recover the full homology of $\Lambda M$, we need to consider also the critical points at infinity for the functional $\mathcal{S}$ (in the sense of Bahri, see [Bah89]). These are the virtual critical points that one finds by following the orbit of points $w$ by the local flow of $-Z$ which do not converge in $\mathcal{M}$ for $\sigma \uparrow \sigma_+(w)$. By Proposition 11.2 (a), (b), (e), every such flow line converges to $(q, 0)$, where $q \in M \subset W^{1,2}(T, M)$ is a constant loop. This fact suggests to extend the auxiliary Morse function $s$ also to the manifold $M$ - the space of critical points at infinity of $\mathcal{S}$ - and to define $M_*(\mathcal{S}, s)$ to be the $\mathbb{Z}_2$-vector space generated by all the critical points of $s$. It is then easy to extend the boundary operator $\partial$ to $M_*(\mathcal{S}, s)$: if $w$ and $q$ are critical points of $s$, with $w \in \mathcal{M}$ and $q \in M$ of index difference 1, the coefficient of $q$ in $\partial w$ is defined by counting modulo 2 the flow lines with cascades for $(-Z, -\nabla s)$ which converge to some point in $W^s(q; -\nabla s)$, whereas $\partial q$ is defined using only the negative gradient flow of $s$ on $M$. The homology of the chain complex $(M_*(\mathcal{S}, s), \partial)$ is then

$$H_k M_*(\mathcal{S}, s) \cong H_k(\mathcal{M}) \cong H_k(\Lambda M),$$

for every $k \in \mathbb{Z}$.

The differential complex of $\mathcal{S}$. Similarly, the fact that the functional $\mathcal{S}$ admits a pseudo-gradient vector field $Z$ for which the properties (a) and (c) of Proposition 11.2 hold imply that for every $S_0 > 0$ the Morse differential complex of $\mathcal{S}$ on $\{S > S_0\}$ \ $\mathcal{A}_{S_0}$ is well-defined. Again, we choose $S_0 > 0$ smaller than the minimum critical value of $\mathcal{S}$, and we choose the auxiliary Morse function on $\text{crit}\mathcal{S}$ to be $-s$. The differential

$$\delta : M^k_{[0, +\infty]}(\mathcal{S}, -s) \to M^{k+1}_{[0, +\infty]}(\mathcal{S}, -s)$$

defines a differential complex, whose cohomology is isomorphic to the singular cohomology of $\{S > S_0\}$ \ $\mathcal{A}_{S_0}$. As implied by Proposition 11.4 below, the cohomology of the latter space is isomorphic to the cohomology of $\Lambda M$ \ $M$, so

$$H^k M_{[0, +\infty]}(\mathcal{S}, -s) \cong H^k(\Lambda M \setminus M), \quad \forall k \in \mathbb{Z}.$$ 

There remains to prove the following:

**Proposition 11.4** If $S_0 > 0$ is small enough, then the set $\{S > S_0\}$ \ $\mathcal{A}_{S_0}$ is homotopically equivalent to $\Lambda M \setminus M$.  

61
Proof. Let \( \rho > 0 \) be so small that the set

\[
N_\rho(M) := \left\{ q \in W^{1,2}(\mathbb{T}, M) \mid \int_{\mathbb{T}} |q'(\tau)|^2 \, d\tau < \rho^2 \right\}
\]

is a tubular neighborhood of \( M \) in \( W^{1,2}(\mathbb{T}, M) \). In particular, we have the homotopy equivalences:

\[
W^{1,2}(\mathbb{T}, M) \setminus N_\rho(M) \simeq W^{1,2}(\mathbb{T}, M) \setminus M \simeq \Lambda M \setminus M.
\]

The complement of \( \mathcal{A}_S \) in \( \{ S > S_0 \} \) is the set

\[
\{ S > S_0 \} \setminus \mathcal{A}_S = \{(q, T) \in \mathcal{M} \mid S(q, T) > S_0, T \geq S_0/\delta \}.
\]

By Proposition 11.1 (c), if \( q \in W^{1,2}(\mathbb{T}, M) \setminus N_\rho(M) \) then

\[
S(q, S_0/\delta) \geq \frac{\ell_2 S_0}{\delta} \int_{\mathbb{T}} |q'(\tau)|^2 \, d\tau - \frac{\ell_3 S_0}{\delta} \geq \frac{\ell_2 S_0}{\delta} - \frac{\ell_3 S_0}{\delta}.
\]

The latter quantity is larger than \( S_0 \) if \( S_0 \) is small enough, so for such a \( S_0 \) the map

\[
j : W^{1,2}(\mathbb{T}, M) \setminus N_\rho(M) \to \{ S > S_0 \} \setminus \mathcal{A}_S, \quad j(q) := (q, S_0/\delta),
\]

is well-defined. It is easy to show that \( j \) is a homotopy equivalence. \( \Box \)

As before, we recover the cohomology of the whole \( \Lambda M \) by considering also the critical points at infinity of \( S \). If the Morse function is extended to \( M \), and \( M^*(S, -s) \) denotes the direct product of \( \mathbb{Z}_2 \) \( w \) for every critical point \( w \) of \(-s\), the differential \( \delta \) extends to \( M^*(S, -s) \), and its cohomology is

\[
H^k M(S, -s) \cong H^k(\mathcal{M}) \cong H^k(\Lambda M),
\]

for every \( k \in \mathbb{Z} \).

12 The chain maps \( \Xi, \Upsilon \) and the proof of Theorem 2

Let \( W \subset T^* M, \theta, \lambda_\theta, H, \) and \( L \) be as in Section 10. The aim of this last section is to construct the chain maps

\[
\Xi : M_*(S) \to RF_*(W, \lambda_\theta, a), \quad \Upsilon : RF_*(W, \lambda_\theta, a) \to M^{1-*}(S, -s),
\]

and to show their properties, which lead to the proof of Theorem 2 of the Introduction. Since most of the arguments are similar to the case of the chain maps \( \Phi \) and \( \Psi \), we omit most of the details.

Definition of \( \Xi \) and \( \Upsilon \). We assume that the auxiliary Morse functions \( a \) on \( \mathrm{crit} \mathcal{A} \) and \( s \) on \( \mathrm{crit} S \cup M \) (we are including the critical points at infinity of \( S \)) are related by the analogue of conditions (A1-A4) of Section 5, where \( s \) plays the role of \( e \). If \( w \) is a critical point of \( s \) (possibly a critical point at infinity) and \( z \) is a critical point of \( a \), the space \( \mathcal{M}_{\Xi}(w, z) \) is the set of pairs \( \{(w_1, \ldots, w_m), (v_1, \ldots, v_k)\} \) in \( W^*(w, -Z, -\nabla s) \times M^*(z) \) coupled by the conditions

\[
q_m(t) = \pi \circ u_1(0, t), \quad \eta_1(0) = T_m,
\]

(12.1)

where \( v_1(s, t) = (u_1(s, t), \eta_1(s)) \) and \( w_m = (q_m, T_m) \) is in \( \mathcal{M} \) if \( T_m > 0 \), or is a critical point at infinity of \( S \) if \( T_m = 0 \) (the unstable manifold with cascades \( W^w \) and the spaces of half-flow lines with cascades \( M^*, M^u \) for the Rabinowitz-Floer equation are defined in Sections 4 and 6, respectively).
Similarly, the space \( \mathcal{M}_T(z, w) \) is the set of pairs \( \{\left( (v_1, \ldots, v_k), [(w_1, \ldots, w_m)] \right) \} \) in \( \mathcal{M}^u(z) \times \mathcal{W}^u(w; -Z, \nabla s) \) coupled by the conditions
\[
q_m(t) = \pi \circ u_k(0, -t), \quad \eta_k(0) = -T_m, \quad (12.2)
\]
where \( v_k(s, t) = (u_k(s, t), \eta_k(s)) \) and \( w_m = (q_m, T_m) \) are as before.

Let \( \mathcal{A}_{H, \lambda} \), respectively \( \mathcal{A}_{H, \lambda_0} \), be the Rabinowitz action functionals associated to the Hamiltonian \( H \) and to the standard Liouville form \( \lambda \), resp. to the perturbed Liouville form \( \lambda_\theta \). Since the form \( \theta \) is closed, the difference \( \mathcal{A}_{H, \lambda} - \mathcal{A}_{H, \lambda_0} \) is constant on every connected component of \( C^\infty(\mathbb{T}, T^* M) \times \mathbb{R} \).

The energy estimates for the elements of \( \mathcal{M}_z(w, Z) \) and \( \mathcal{M}_T(z, w) \) are based on the following fact, which can be seen as a generalization of Lemma 5.1:

**Lemma 12.1** Let \( L \in C^\infty(TM) \) be a Tonelli Lagrangian and let \( H \in C^\infty(T^* M) \) be its Fenchel dual Hamiltonian. Let \( x = (q, p) \in C^\infty(\mathbb{T}, T^* M) \). Then
\[
\mathcal{A}_{H, \lambda}(x, T) \leq \mathcal{S}_L(q, T), \quad \forall T > 0,
\]
and the equality holds if and only if \( p(\tau) = d_q L(q(\tau), q'(\tau)) \) for every \( \tau \in \mathbb{T} \). Similarly,
\[
\mathcal{A}_{H, \lambda}(x(-\cdot), -T) \geq -\mathcal{S}_L(q, T), \quad \forall T > 0,
\]
and the equality holds if and only if \( p(-\tau) = d_q L(q(\tau), q'(\tau)) \) for every \( \tau \in \mathbb{T} \).

**Proof.** This is a direct consequence of Fenchel duality. In fact,
\[
\mathcal{S}_L(q, T) = T \int_\mathbb{T} L(q(\tau), q'(\tau)/T) \, d\tau = T \int_\mathbb{T} \max_{\xi \in T_{q(\tau)}M} \left( \xi, q'(\tau)/T - H(q(\tau), \xi) \right) \, d\tau \\
\geq \int_\mathbb{T} \langle p(\tau), q'(\tau) \rangle \, dt - T \int_\mathbb{T} H(q(\tau), p(\tau)) \, dt = \mathcal{A}_{H, \lambda}(x, T),
\]
and the equality holds if and only if \( x(\tau) \) is the image of \( (q(\tau), q'(\tau)) \) by the Legendre transform, for every \( \tau \in \mathbb{T} \). The other statements follows from the identity
\[
\mathcal{A}_{H, \lambda}(x, T) = -\mathcal{A}_{H, \lambda}(x(-\cdot), -T).
\]

If \( (w, \xi) \) is an element of \( \mathcal{M}_z(w, Z) \), the above lemma and the coupling condition (12.1) imply the inequalities
\[
\mathcal{A}_{H, \lambda_\theta}(z) \leq \mathcal{A}_{H, \lambda_\theta}(v_j(s)) \leq \mathcal{A}_{H, \lambda_\theta}(v_1(0)) = \mathcal{A}_{H, \lambda}(v_1(0)) - \int_\mathbb{T} q_m^*(\theta) \leq \mathcal{S}_L(q_m, T_m) - \int_\mathbb{T} q_m^*(\theta) = \mathcal{S}_{L - \theta}(q_m, T_m) \leq \mathcal{S}_{L - \theta}(w), \quad (12.3)
\]
which allows to prove the compactness of the space \( \mathcal{M}_z(w, Z) \). The estimates for \( \mathcal{M}_T(z, w) \) are similar. Automatic transversality for the stationary solutions follows from the differential version of Lemma 12.1, analogous to Lemma 5.3. The usual counting procedure defines the chain maps \( \Xi \) and \( \Upsilon \).

**Properties of \( \Xi \) and \( \Upsilon \).** The chain maps \( \Xi \) and \( \Upsilon \) preserve the splitting of the complexes associated to the different free homotopy classes of loops in \( M \). Moreover, the inequality (12.3) and the analogous inequality for the elements of \( \mathcal{M}_T(z, w) \) imply that they preserve the action filtrations, meaning that for every \( A \geq 0 \) there holds
\[
\Xi : M^0(A)(\mathbb{S}, s) \to RF^1_{-\infty, -A}(W, \lambda_\theta, a), \quad \Upsilon : RF^1_{-\infty, -A}(W, \lambda_\theta, a) \to M^1(A, +\infty)(\mathbb{S}, -s).
\]
Furthermore, the same inequalities and automatic transversality at the stationary solutions imply that $\Xi$ has a left inverse $\hat{\Xi}$ with kernel $RF^-$, and $\Upsilon$ has a right inverse $\hat{\Upsilon}$ with image $RF^+$. As before, $RF^-$ is the subspace of $RF$ generated by critical points $z$ of $a$ which have either negative action $\mathcal{A}(z)$, or are of the form $z = \bar{z}_q$, for $q$ a critical point of $s$ on $M$, the space of critical points at infinity of $S$.

If we consider just the complexes corresponding to the true critical points of $S$, that is $M_*^{[0, +\infty]}(S, s)$ and $M_*^{[0, +\infty]}(S, -s)$, the chain maps $\Xi$ and $\Upsilon$ induce chain maps

$$\hat{\Xi} : M_*^{[0, +\infty]}(S, s) \to RF_*^{[0, +\infty]}(W, \lambda, a), \quad \hat{\Upsilon} : RF_*^{[0, +\infty]}(W, \lambda, a) \to M_*^{[0, +\infty]}(S, -s),$$

which are isomorphisms. In particular,

$$H_* RF^{[0, +\infty]}(W, \lambda, a) \cong H_*(\Lambda M, M), \quad H_* RF^{[0, +\infty]}(W, \lambda, a) \cong H^{1-\ast}(\Lambda M \setminus M).$$

Arguing as in the proof of Proposition 8.1, one sees that the composition $\Upsilon \circ \Xi$ is chain homotopic to zero, that is there is a homomorphism

$$Q : M_* (S, s) \to M^{-\ast}(S, -s),$$

such that

$$\Upsilon \circ \Xi = Q \partial + \delta Q,$$

and $Q q_{\text{min}} \in M_*^{[0, +\infty]}(S, -s)$. Because of index reasons, $Q$ can be non-zero only from $M_0(S, s)$ to $M^0(S, -s)$. Then the chain map

$$\Omega : M_* (S, s) \to RF_*(W, \lambda, a), \quad \Omega := \Xi - \hat{\Upsilon} Q \partial - \partial \hat{\Upsilon} Q,$$

is chain homotopic to $\Xi$ and, arguing as in the proof of Theorem 9.1, one can show that the short sequence

$$0 \to M_* (S, s) \xrightarrow{\Omega} RF_*(W, \lambda, a) \xrightarrow{\Upsilon} M^{1-\ast}(S, -s) \to 0$$

is exact. The induced long exact sequence is

$$\cdots \to H_k M (S, s) \xrightarrow{\Omega_* = \Xi_*} H_k RF(W, \lambda, a) \xrightarrow{\Upsilon} H^{1-k} M (S, -s) \xrightarrow{\Delta_*} H_{k-1} M (S, s) \to \cdots$$

where the connecting homomorphism

$$\Delta_* : H^{-k} M (S, -s) \cong H^{-k}(\Lambda M) \to H_k (\Lambda M) \cong H_k M (S, s)$$

can be non-zero only for $k = 0$, where it coincides with the composition

$$\Delta_* = i_0 \circ \chi(T^* M) \circ \pi_0,$$

see the discussion after the statement of Theorem 9.1. This concludes the proof of Theorem 2 of the Introduction.

A Appendix - An Alexandrov-type maximum principle with Neumann conditions on part of the boundary

The aim of this appendix is to prove Theorem 2.8. The proof is similar to the proof of the classical Alexandrov weak maximum principle contained in section 9.1 of [GT83].

Theorem 2.8 is stated for a first order perturbation of the Laplace operator on a bounded open subset $\Omega$ of the half-cylinder $[0, +\infty[ \times T$, but it is useful to translate it into an equivalent statement for a domain of the plane. To do this, we transform $\Omega$ into $\Omega := \varphi(\Omega)$ by means of the conformal diffeomorphism

$$\varphi : \mathbb{R}^+ \times T \to \mathbb{C} \setminus B_1(0), \quad \varphi(s, t) := e^{2\pi i (s + it)}.$$
If \( u \) is a regular function on \( \Omega \), then \( \hat{u} := u \circ \varphi^{-1} \) is a regular function on \( \hat{\Omega} \), and

\[
\nabla u(\varphi^{-1}(z)) = 2\pi \varphi \nabla \hat{u}(z), \quad \Delta u(\varphi^{-1}(z)) = 4\pi^2 |z|^2 \Delta \hat{u}(z).
\]

Therefore, \( u \) satisfies the elliptic differential inequality

\[
\Delta u + b \cdot \nabla u \geq f
\]

if and only if \( \hat{u} \) satisfies the elliptic differential inequality

\[
\Delta \hat{u} + \hat{b} \cdot \nabla \hat{u} \geq \hat{f},
\]

with

\[
\hat{b}(z) := \frac{z}{2\pi |z|^2} b(\varphi^{-1}(z)), \quad \hat{f}(z) := \frac{1}{4\pi^2 |z|^2} f(\varphi^{-1}(z)).
\]

The set \( \Omega \) is bounded if and only if \( \hat{\Omega} \) is bounded. In this case, there is a constant \( c \geq 1 \) such that

\[
\frac{1}{c} ||b||_{L^2(\Omega)} \leq ||\hat{b}||_{L^2(\hat{\Omega})} \leq c ||b||_{L^2(\Omega)}, \quad \frac{1}{c} ||f^-||_{L^2(\Omega)} \leq ||\hat{f}^-||_{L^2(\hat{\Omega})} \leq c ||f^-||_{L^2(\Omega)}.
\]

Finally, the partial derivative with respect to \( s \) of \( u \) at a point \( (0, t) \) becomes the radial derivative of \( \hat{u} \) at the point \( e^{2\pi it} \).

By these observations, Theorem 2.8 can be restated in the following equivalent way. Let \( \Omega \) be a bounded open subset of \( \mathbb{R}^2 \), assumed to be disjoint from the open unit ball \( B_1(0) \), and consider the following partition \( \{ \Sigma, \Sigma' \} \) of \( \partial \Omega \):

\[
\Sigma := \partial \Omega \setminus \partial B_1(0), \quad \Sigma' := \partial \Omega \setminus \Sigma.
\]

Notice that if \( z \in \Sigma' \), then \( |z| = 1 \) and there exists \( \epsilon > 0 \) such that the segment \( ]1, 1 + \epsilon|z| \) is contained in \( \Omega \). In particular, any \( u \in C^1(\overline{\Omega}) \) has a well defined radial derivative \( \partial u / \partial r \) at such a point \( z \). Then we have:

**Theorem A.1** Let \( \Omega \) be as above. Then for every map \( b \in L^2(\Omega, \mathbb{R}^2) \) there exists a number \( C \) depending only on \( d := \text{diam} \Omega \) and on \( ||b||_{L^2(\Omega)} \) such that for every \( f \in L^1_{\text{loc}}(\Omega) \) and every \( u \in C^2(\Omega) \cap C^1(\overline{\Omega}) \) which satisfies

\[
\Delta u + b \cdot \nabla u \geq f \quad \text{in} \ \Omega,
\]

\[
\frac{\partial u}{\partial r} \geq 0 \quad \text{on} \ \Sigma',
\]

there holds

\[
\sup_{\Omega} u \leq \sup_{\Sigma'} u + C ||f^-||_{L^2(\Omega)}.
\]

where \( f^- \) denotes the negative part of \( f \).

**Proof.** If \( v \in C^0(\overline{\Omega}) \) and \( z_0 \in \Omega \), we denote by \( \chi_v(z_0) \) the set of upper differentials for \( v \) at \( z \), that is

\[
\chi_v(z_0) := \{ p \in \mathbb{R}^2 \mid v(z) \leq v(z_0) + p \cdot (z - z_0) \ \forall z \in \Omega \}.
\]

The upper contact set \( \Gamma_v \) of \( v \) is the set of all \( z_0 \in \Omega \) for which \( \chi_v(z_0) \) is not empty. Notice that if \( z_0 \in \Gamma_v \) and \( v \) is twice differentiable at \( z_0 \), then

\[
\chi_v(z_0) = \{ \nabla v(z_0) \} \quad \text{and} \quad D^2 v(z_0) \leq 0.
\]

By a slight abuse of notation, we indicate by \( \chi_v(\Gamma_v) \) the union of all the sets \( \chi_v(z_0) \) for \( z_0 \in \Gamma_v \), and when \( v \) is twice differentiable we consider \( \chi_v \) as a map from \( \Gamma_v \) into \( \mathbb{R}^2 \).
CLAIM 1. Assume that \( u \in C^2(\Omega) \cap C^1(\overline{\Omega}) \) satisfies (A.2),

\[
u \leq 0 \quad \text{on } \Sigma, \tag{A.5}\]

and

\[
\max_{\overline{\Omega}} u = u(z_0) > 0. \tag{A.6}
\]

Then \( \chi_u(\Gamma_u) \) contains the half ball

\[
\left\{ p \in \mathbb{R}^2 \mid |p| < \frac{u(z_0)}{d}, \; p \cdot z_0 < 0 \right\}.
\]

By (A.2), (A.5), and (A.6), the maximum point \( z_0 \) belongs to \( \Omega \). Let \( v \) be the function whose graph is the cone of vertex \((z_0, u(z_0))\) and base \( \partial \Omega \). Since \( \Omega \subset B_d(z_0) \), the set \( \chi_v(\Gamma_v) \) contains the ball \( B_{u(z_0)/d}(0) \), and it is enough to show that any \( p \) in \( \chi_v(\Gamma_v) \) with \( p \cdot z_0 < 0 \) belongs to \( \chi_u(\Gamma_u) \).

Consider such a \( p \), and let \( t_* \) be the minimum of all numbers \( t \) such that

\[
u(z) \leq t + p \cdot z, \quad \forall z \in \overline{\Omega}.
\]

By minimality, there exists a point \( z_* \in \overline{\Omega} \) such that the above inequality is an equality when \( t = t_* \) and \( z = z_* \). Therefore,

\[
u(z) \leq \nu(z_*) + p \cdot (z - z_*), \quad \forall z \in \overline{\Omega}. \tag{A.7}
\]

If we prove that \( z_* \) does not belong to \( \partial \Omega \), then \( z_* \) is in \( \Gamma_u \) and \( p \) belongs to \( \chi_u(\Gamma_u) \), as wished.

Assume first that \( z_* \) is in \( \Sigma' \). By (A.2),

\[
u((1 + \epsilon)z_*) = \nu(z_*) + \epsilon \frac{\partial \nu}{\partial r}(z_*) + o(\epsilon) \geq \nu(z_*) + o(\epsilon), \quad \text{for } \epsilon > 0,
\]

while by (A.7),

\[
u((1 + \epsilon)z_*) \leq \nu(z_*) + \epsilon p \cdot z_*.
\]

By comparing the above two inequalities as \( \epsilon \downarrow 0 \), we deduce that \( p \cdot z_* \geq 0 \). Then the fact that \( z_0 \) is a maximum point and (A.7) imply

\[
u(z_*) \leq \nu(z_0) \leq \nu(z_*) + p \cdot (z_0 - z_*), \leq \nu(z_*) + p \cdot z_0,
\]

so \( p \cdot z_0 \geq 0 \), contradicting our assumption on \( p \).

Assume now that \( z_* \) is in \( \Sigma \). Then (A.7) and (A.5) imply

\[
u(z_0) \leq \nu(z_*) + p \cdot (z_0 - z_*), \leq p \cdot (z_0 - z_*). \tag{A.8}
\]

On the other hand, the fact that \( p \) is in \( \chi_u(\Gamma_v) = \chi_v(z_0) \) implies

\[
0 = v(z_*) \leq v(z_0) + p \cdot (z_* - z_0) = \nu(z_0) + p \cdot (z_* - z_0). \tag{A.9}
\]

From (A.8) and (A.9) we deduce that

\[
p \cdot (z_0 - z_*) = \nu(z_0).
\]

Then by (A.7),

\[
u(z_0 + \epsilon(z_* - z_0)) \leq \nu(z_*) + p \cdot (z_0 + \epsilon(z_* - z_0) - z_*), = (1 - \epsilon)p \cdot (z_0 - z_*) = \nu(z_0) - \epsilon \nu(z_0),
\]

which contradicts the fact that \( u \) is differentiable at the interior maximum point \( z_0 \). This concludes the proof of Claim 1.
Claim 2. Let $g$ be a non-negative continuous function on $\mathbb{R}^+$. Then for every $u \in C^2(\Omega) \cap C^1(\Omega)$ which satisfies (A.2), there holds

$$\int_0^M g(\rho) \rho \, d\rho \leq \frac{1}{4\pi} \int_{\Gamma_u} g(|\nabla u|) |\Delta u|^2 \, d\lambda^2,$$

where

$$M := \frac{1}{d} \left( \sup_\Omega u - \sup_\Sigma u \right),$$

and $d\lambda^2$ denotes the Lebesgue measure on $\mathbb{R}^2$.

Up to the sum of a constant, we may assume that $\sup_\Sigma u = 0$, and in particular (A.5) holds. If $M = 0$, there is nothing to prove, so we may assume that also (A.6) holds. Then Claim 1 implies that the half ball $B_M^+ := B_M(0) \cap \{ p \in \mathbb{R}^2 \mid p \cdot z_0 < 0 \}$ is contained in $\chi_u(\Gamma_u)$. Then

$$\int_0^M g(\rho) \rho \, d\rho = \frac{1}{\pi} \int_{B_M^+} g(|p|) \, d\lambda^2 \leq \frac{1}{\pi} \int_{\chi_u(\Gamma_u)} g(|p|) \, d\lambda^2 \leq \frac{1}{\pi} \int_{\Gamma_u} g(|\nabla u|) \det D^2 u \, d\lambda^2,$$

where in the last inequality we have used (A.4) and the change of variable formula (by using the fact that for every $\epsilon > 0$ the map $z \mapsto \nabla u(z) - \epsilon z$ is injective on $\Gamma_u$, one could show that the last inequality is actually an equality). Then the conclusion follows from the inequality

$$\det D^2 u \leq \left( \frac{\text{tr} D^2 u}{2} \right)^2 = \frac{1}{4} |\Delta u|^2.$$

Conclusion. Now assume that $u \in C^2(\Omega) \cap C^1(\Omega)$ satisfies (A.1) and (A.2). Let

$$g(\rho) := \frac{1}{\rho^2 + \theta^2},$$

for some $\theta > 0$ to be determined. By (A.1), we have the chain of inequalities

$$-\Delta u \leq b \cdot \nabla u - f \leq |b| |\nabla u| + f^- = \left( |b|^2 |\nabla u|^2 + (f^-)^2 \right) + 2|b| |\nabla u| f^- \left( \frac{1}{2} \right)^{1/2}
\leq \left( |b|^2 |\nabla u|^2 + (f^-)^2 + \theta^2 |b|^2 \right)^{1/2} \left( |\nabla u|^2 + \theta^2 \right)^{1/2}
\leq \left( |b|^2 + \frac{1}{\theta^2} (f^-)^2 \right)^{1/2} |\nabla u|^{-1/2}.$$

By (A.4), $\Delta u \leq 0$ on $\Gamma_u$, so the above inequality implies that

$$g(|\nabla u|) |\Delta u|^2 \leq |b|^2 + \frac{1}{\theta^2} (f^-)^2$$

on $\Gamma_u$.

Claim 2 and the above inequality yield

$$\frac{1}{2} \log \left( 1 + M^2 \frac{\theta^2}{\theta^2} \right) = \int_0^M \frac{\rho}{\rho^2 + \theta^2} \, d\rho = \int_0^M g(\rho) \rho \, d\rho \leq \frac{1}{4\pi} \int_{\Gamma_u} \left( |b|^2 + \frac{1}{\theta^2} (f^-)^2 \right) \, d\lambda^2 \leq \frac{1}{4\pi} \left( \|b\|^2_{L^2(\Omega)} + \frac{1}{\theta^2} \|f^-\|^2_{L^2(\Omega)} \right),$$

from which we get

$$\frac{M^2}{\theta^2} \leq 1 + \frac{M^2}{\theta^2} \leq \exp \left( \frac{1}{2\pi} \left( \|b\|^2_{L^2(\Omega)} + \frac{1}{\theta^2} \|f^-\|^2_{L^2(\Omega)} \right) \right).$$
When $f^-$ is not zero almost everywhere on $\Omega$, we choose $\theta = \|f^-[L^2(\Omega)]$ and we obtain

$$M^2 \leq \|f^-[L^2(\Omega)]\exp \left( \frac{1}{2\pi} \left( \|b\|_{L^2(\Omega)}^2 + 1 \right) \right). \quad (A.11)$$

When $f^- = 0$ a.e. on $\Omega$, we can let $\theta \downarrow 0$ in (A.10) and we get that $M = 0$, so (A.11) holds also in this case. By the definition of $M$ and by (A.11), the conclusion (A.3) holds with

$$C := d \cdot \exp \left( \frac{1}{4\pi} \left( \|b\|_{L^2(\Omega)}^2 + 1 \right) \right).$$

\[\square\]

**Remark A.2** Theorem A.1 readily extends to bounded domains $\Omega$ in $\mathbb{R}^n \setminus B_1(0)$, by replacing the $L^2$ norms by $L^n$ norms. The regularity of $u$ in the assumptions could be reduced to the requirement that $u$ is in $C^0(\overline{\Omega}) \cap W^{2,n}_{\text{loc}}(\Omega)$ and has a (non-negative) radial derivative at every $z \in \Sigma'$. The Laplacian could be replaced by any uniformly elliptic operator with bounded coefficients.

**B Appendix - Morse theoretical description of a Gysin sequence**

Let $M$ be a closed smooth connected manifold of dimension $n \geq 2$, and let $\pi : S^*M \rightarrow M$ be the cotangent unit sphere bundle over $M$. The aim of this appendix is to describe the associated Gysin sequence in terms of the Morse chain complexes of $S^*M$ and $M$. We use the notation of Section 4. The Morse complex $M_*$ and the singular homology $H_*$ are based on $\mathbb{Z}_2$ coefficients.

More precisely, we wish to give Morse theoretical descriptions of the homomorphisms

$$\pi_* : H_*(S^*M) \rightarrow H_*(M), \quad \pi_! : H_*(M) \rightarrow H_{*+n-1}(S^*M),$$

where $\pi_!$ is the transfer (or umkehr) homomorphism, that is the homomorphism obtained by composing $\pi^* : H^*(M) \rightarrow H^*(S^*M)$ with Poincaré duality, and of the Gysin exact sequence

$$\rightarrow H_k(M) \xrightarrow{\pi_*} H_{k+n-1}(S^*M) \xrightarrow{\pi_!} H_{k+n-1}(M) \xrightarrow{\epsilon \cap} H_{k-1}(M) \rightarrow$$

where $e \in H^n(M)$ denotes the Euler class of $T^*M$. In the case of this $(n-1)$-sphere bundle, the homorphism $\epsilon \cap$ can be non-trivial only from $H_n(M)$ to $H_0(M)$, and between such spaces it is the homomorphism

$$\epsilon \cap : H_n(M) \rightarrow H_0(M), \quad [M] \mapsto \chi(T^*M)[pt],$$

where $[M] \in H_n(M)$ is the fundamental class, $[pt] \in H_0(M)$ is the class given by a point in $M$, and $\chi(T^*M) \in \mathbb{Z}_2$ is the Euler number of $T^*M$, which coincides with the Euler characteristic of $M$ (up to the sign $(-1)^n$ that we can ignore because we are using $\mathbb{Z}_2$ coefficients). The exact sequence (B.1) allows to compute the homology of $S^*M$ as follows:

$$H_k(S^*M) \cong \begin{cases} H_k(M) & \text{if } k \leq n-2, \\ H_{n-1}(M) \oplus (1 - \chi(T^*M))\mathbb{Z}_2 & \text{if } k = n-1, \\ H_1(M) \oplus (1 - \chi(T^*M))\mathbb{Z}_2 & \text{if } k = n, \\ H_{k-n+1}(M) & \text{if } k \geq n+1. \end{cases} \quad (B.2)$$

Let $f \in C^\infty(M)$ and $h \in C^\infty(S^*M)$ be Morse functions. If we assume that

$$\forall x \in \text{crit } h \text{ such that } \pi(x) \in \text{crit } f, \text{ there holds } \text{ind } (x; h) \geq \text{ind } (\pi(x); f),$$

then for generic Riemannian metrics $g_S$ on $S^*M$ and $g_M$ on $M$ the following fact holds: For every pair of critical points $x \in \text{crit } h$, $q \in \text{crit } f$, the unstable manifold $W^u(x; -\nabla h)$ of $x$ is transverse
Similarly, the condition is also necessary for the latter fact to hold: In fact, if \( x \in \text{crit} h \) is such that \( \pi(x) \in \text{crit} f \), then the transversality of \( W^u(x; -\nabla h) \) and \( \pi^{-1}(W^s(\pi(x); -\nabla f)) \) implies that

\[
T_x W^u(x; -\nabla h) + d\pi(x)^{-1} \left[ T_{\pi(x)} W^s(\pi(x); -\nabla f) \right] = T_x S^* M,
\]

and by comparing the dimensions we deduce that \( \text{ind} (x; h) \geq \text{ind} (\pi(x); f) \).

Let \( g_S \) and \( g_M \) be Riemannian metrics on \( S^* M \) and \( M \) such that that the above transversality requirement holds, and that the negative gradient flows of \( h \) and \( f \) are Morse-Smale. Then, if \( x \in \text{crit} h \) and \( q \in \text{crit} f \) have the same Morse index, the set

\[
W^u(x; -\nabla h) \cap \pi^{-1}(W^s(q; -\nabla f))
\]

is finite, and we denote by \( n_\psi(x, q) \in Z_2 \) its parity. The homomorphism

\[
\psi : M_\ast(h) \rightarrow M_\ast(f), \quad x \mapsto \sum_{q \in \text{crit} f, \text{ind} (q; f) = \text{ind} (x; h)} n_\psi(x, q) q,
\]

is a chain map, and it induces the homomorphism \( \pi_* \) in homology (see e.g. Section 2.2 in [AS08]):

\[
H\psi = \pi_* : H M_\ast(h) \cong H_\ast(S^* M) \rightarrow H M_\ast(f) \cong H_\ast(M).
\]

Similarly, the condition

\[
\forall x \in \text{crit} h \text{ such that } \pi(x) \in \text{crit} f, \text{ there holds } \text{ind} (x; h) \leq \text{ind} (\pi(x); f) + n - 1,
\]

implies that if the metrics \( g_S \) and \( g_M \) are generic, then for every pair of critical points \( x \in \text{crit} h \), \( q \in \text{crit} f \), the pull-back \( \pi^{-1}(W^u(q; -\nabla f)) \) of the unstable manifold of \( q \) is transverse to the stable manifold \( W^s(x; -\nabla h) \) of \( x \). Then, if the Morse indices of \( q \in \text{crit} f \) and \( x \in \text{crit} h \) are related by the formula \( \text{ind} (x; h) = \text{ind} (q; f) + n - 1 \), the set

\[
\pi^{-1}(W^u(q; -\nabla f)) \cap W^s(x; -\nabla h)
\]

is finite, and we denote by \( n_\phi(q, x) \in Z_2 \) its parity. The homomorphism

\[
\phi : M_\ast(f) \rightarrow M_{\ast+n-1}(h), \quad q \mapsto \sum_{x \in \text{crit} h, \text{ind} (x; h) = \text{ind} (q; f) + n - 1} n_\phi(q, x) x,
\]

is a chain map, and it induces the transfer homomorphism \( \pi_! \) in homology (see e.g. [CS09]):

\[
H\phi = \pi_! : H M_\ast(f) \cong H_\ast(M) \rightarrow H M_{\ast+n-1}(h) \cong H_{\ast+n-1}(S^* M).
\]

Now assume that the Morse functions \( f \in C^{\infty}(M) \) and \( h \in C^{\infty}(S^* M) \) satisfy the following additional requirements:

1. \( f \) has a unique minimum point \( q_{\min} \), a unique maximum point \( q_{\max} \), and is self-indexing, that is \( f(q) = \text{ind} (q; f) \) for every \( q \in \text{crit} f \).

2. \( f \circ \pi \leq h \leq f \circ \pi + 1/2 \) on \( S^* M \).

3. Every critical point of \( h \) lies above a critical point of \( f \), and for every critical point \( q \) of \( f \) the fiber \( \pi^{-1}(q) \) contains exactly two critical points of \( h \), that we denote by \( x_q^- \) and \( x_q^+ \), such that \( h(x_q^-) = f(q) \) and \( h(x_q^+) = f(q) + 1/2 \).

4. For every \( q \) in \( \text{crit} f \), we have \( \text{ind} (x_q^-; h) = \text{ind} (q; f) \) and \( \text{ind} (x_q^+; h) = \text{ind} (q; f) + n - 1 \).
If \( f \in C^\infty(M) \) is any Morse function which satisfies (1) (see e.g., [Mil65] for the construction of such functions), it is easy to construct a Morse function \( h \in C^\infty(S^*M) \) so that the conditions (2-3-4) hold. In fact, let \( h_0 \) be a smooth Morse function on \( S^{n-1} \) with a unique maximum, a unique minimum, and such that

\[
\min_{S^{n-1}} h_0 = 0, \quad \max_{S^{n-1}} h_0 = \frac{1}{2}.
\]

Let us fix pairwise disjoint open neighborhoods \( U_q \subset M \) of each critical point \( q \) of \( f \), and local trivializations

\[
\pi^{-1}(U_q) \cong \mathbb{R}^n \times S^{n-1}, \tag{B.5}
\]

mapping \( \pi^{-1}(0) \) onto \( \{0\} \times S^{n-1} \). If \( \varphi \in C^\infty(\mathbb{R}^n) \) is a smooth compactly supported function such that \( \varphi \equiv 1 \) in a neighborhood of \( 0 \), \( 0 \leq \varphi \leq 1 \), and

\[
\|d\varphi(\xi)\| \leq \|df(\xi)\|, \quad \forall \xi \in \mathbb{R}^n, \tag{B.6}
\]

we define \( h \) in \( \pi^{-1}(U_q) \) by using the local trivialization (B.5) as

\[
h(\xi, \eta) := f(\xi) + \varphi(\xi)h_0(\eta), \quad \forall (\xi, \eta) \in \mathbb{R}^n \times S^{n-1}.
\]

Such a function extends smoothly to the whole \( S^*M \) by defining \( h(x) := f(\pi(x)) \) for \( x \) outside the union of all \( \pi^{-1}(U_q) \)'s, for \( q \in \text{crit } f \). The condition (B.6) guarantees that \( h \) has no other critical points than those in \( \pi^{-1}(\text{crit } f) \). By construction, \( h \) satisfies (2-3-4).

Notice that by the assumption (4), both the conditions (B.3) and (B.4) are satisfied. If \( \xi \in M_*(f) \) is a chain,

\[
\xi = \sum_{q \in \text{crit } f} \xi_q q,
\]

then we denote by \( x^-_\xi \) and \( x^+_\xi \) the corresponding chains in \( M_*(h) \), defined by

\[
x^-_\xi := \sum_{q \in \text{crit } f} \xi_q x^-_q, \quad x^+_\xi := \sum_{q \in \text{crit } f} \xi_q x^+_q.
\]

The assumption (1-2-3-4) imply that the Morse complexes of \( h \) and \( f \) are related in a very simple way:

**Proposition B.1** Assume that the Morse functions \( f \in C^\infty(M) \) and \( h \in C^\infty(S^*M) \) satisfy (1-2-3-4). Then, the following facts hold:

(a) The boundary homomorphisms on \( M_*(h) \) and \( M_*(f) \) are related by the formulas

\[
\begin{align*}
\partial x^+_q &= x^+_q, & \forall q \in \text{crit } f, \\
\partial x^-_q &= x^-_q, & \forall q \in \text{crit } f \setminus \{q_{\text{max}}\}, \\
\partial x^-_{q_{\text{max}}} &= \chi(T^*M) x^+_q.
\end{align*}
\]

(b) The homomorphism \( \phi : M_*(f) \to M_{*+n-1}(h) \) maps each \( q \in \text{crit } f \) into \( x^+_q \).

(c) The homomorphism \( \psi : M_*(h) \to M_*(f) \) maps \( x^+_q \) into 0 and \( x^-_q \) into \( q \), for every \( q \in \text{crit } f \).

By the conclusion (a) above, the subspace of \( M_*(h) \) spanned by the \( x^+_q \)'s, for \( q \in \text{crit } f \), is a subcomplex. Instead, the subspace of \( M_*(h) \) spanned by the \( x^-_q \)'s is a subcomplex if and only if the Euler number \( \chi(T^*M) \) is zero. By the conclusions (b) and (c) of Proposition B.1, the short sequence of chain maps

\[
0 \to M_*(f) \xrightarrow{\phi} M_{*+n-1}(h) \xrightarrow{\psi} M_{*+n-1}(f) \to 0 \tag{B.7}
\]
is exact. Therefore, it induces the long exact sequence
\[
\cdots \to HM_*(f) \xrightarrow{H\phi} HM_{*+n-1}(h) \xrightarrow{H\psi} HM_{*+n-1}(f) \xrightarrow{\partial_*} HM_{*-1}(f) \to \cdots \tag{B.8}
\]
in homology. By the conclusion (a) of Proposition B.1, the connecting homomorphism \(\partial_*\), which can be non-zero only between \(HM_n(f)\) and \(HM_0(f)\), is the homomorphism which maps \([q_{\text{max}}]\) into \(\chi(T^*M)[\pi]\). We conclude that the exact sequence (B.8) corresponds, via the isomorphisms between Morse homology and singular homology, to the Gysin sequence (B.1).

**Proof.** [of Proposition B.1] Let \(q, q'\) be critical points of \(f\), and let \(x\) be a point in the intersection
\[
\pi^{-1}(W^u(q; -\nabla f)) \cap W^s(x_{q'}^-; -\nabla h).
\]
Then we have
\[
h(x) \leq f(\pi(x)) + \frac{1}{2} \leq f(q) + \frac{1}{2},
\]
\[
h(x) \geq h(x_{q}^-) = f(q'). \tag{B.10}
\]
If moreover
\[
\text{ind}(x_{q}^-; h) = \text{ind}(q'; f) = \text{ind}(q; f) + n - 1. \tag{B.11}
\]
then either \(q = q_{\text{min}}\) and \(\text{ind}(q'; f) = n - 1\), or \(\text{ind}(q; f) = 1\) and \(q' = q_{\text{max}}\). In the first case, the inequalities (B.10) imply
\[
h(x) \leq \frac{1}{2}, \quad h(x) \geq n - 1.
\]
In the second case, they imply
\[
h(x) \leq \frac{3}{2}, \quad h(x) \geq n.
\]
Since \(n \geq 2\), in both cases we obtain a contradiction. This shows that when the index relation (B.11) holds, the set (B.9) is empty. In particular, \(n_\phi(q, x_{q}^-) = 0\).

Now we assume that \(x\) belongs to the set
\[
\pi^{-1}(W^u(q; -\nabla f)) \cap W^s(x_{q'}^+; -\nabla h),
\]
with
\[
\text{ind}(x_{q'}^+; h) - n + 1 = \text{ind}(q'; f) = \text{ind}(q; f) = k.
\]
Then the fact that \(x\) belongs to \(\pi^{-1}(W^u(q; -\nabla f))\) implies
\[
h(x) \leq f(\pi(x)) + \frac{1}{2} \leq f(q) + \frac{1}{2} = k + \frac{1}{2}. \tag{B.12}
\]
while the fact that \(x\) belongs to \(W^s(x_{q'}^+; -\nabla h)\) implies
\[
h(x) \geq h(x_{q}^+) = f(q') + \frac{1}{2} = k + \frac{1}{2}. \tag{B.13}
\]
Therefore, equalities must hold everywhere in (B.12) and (B.13), so \(q = \pi(x)\) and \(x = x_{q'}^+\), hence \(q' = q\) and \(x = x_{q}^+\). We deduce that \(n_\phi(q, x_{q'}^+)\) is zero when \(q' \neq q\), and it is one when \(q' = q\). We conclude that the statement (b) holds. Since \(\phi\) is a chain map, also the first identity in the statement (a) holds.

Now let \(x\) be a point in the intersection
\[
W^u(x_{q}^+; -\nabla h) \cap \pi^{-1}(W^s(q'; -\nabla f)). \tag{B.14}
\]
Then
\[
h(x) \leq h(x_{q}^+) = f(q) + \frac{1}{2}, \tag{B.15}
\]
\[
h(x) \geq f(\pi(x)) \geq f(q').
\]
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If moreover, 
\[ \text{ind}(x_q^+; h) = \text{ind}(q; f) + n - 1 = \text{ind}(q'; f), \]
then either \( q = q_{\text{min}} \) and \( \text{ind}(q'; f) = n - 1 \), or \( \text{ind}(q; f) = 1 \) and \( q' = q_{\text{max}} \). In the first case, the inequalities (B.15) become
\[ h(x) \leq \frac{1}{2}, \quad h(x) \geq n - 1, \]
and in the second case
\[ h(x) \leq \frac{3}{2}, \quad h(x) \geq n. \]
In both cases, we conclude that the set (B.14) is empty, and hence \( n_{\psi}(x_q^+, q') = 0 \).

Finally, we assume that \( x \) belongs to the set
\[ W^u(x_q^-, -\nabla h) \cap \pi^{-1}(W^s(q'; -\nabla f)), \]
with
\[ \text{ind}(x_q^-, h) = \text{ind}(q; f) = \text{ind}(q'; f) = k. \]
Then
\[ h(x) \leq h(x_q^-) = f(q) = k, \quad h(x) \geq f(\pi(x)) \geq f(q') = k, \]
from which we deduce that \( x = x_q^-, q' = \pi(x) \), so \( q' = q \), and hence \( n_{\psi}(x_q^-, q') = 0 \) when \( q' \neq q \), while \( n_{\psi}(x_q^-, q) = 1 \). This proves the statement (c).

Let \( P^- : M_* (h) \to M_* (h) \) be the projector onto the subspace spanned by the \( x_q^- \)'s, along the subspace spanned by the \( x_q^+ \)'s. Since \( \psi \) is a chain map, the statement (c) implies that
\[ P^- \partial x_q^- = x_{\partial q^-}, \quad \forall q \in \text{crit } f. \quad (B.16) \]
Since
\[ \text{ind}(x_q^-; h) = \text{ind}(q; f) \leq n, \quad \text{ind}(x_q^+; h) = \text{ind}(q; f) + n - 1 \geq n - 1, \quad (B.17) \]
the boundary of every \( x_q^- \) with \( q \neq q_{\text{max}} \) is contained in the image of \( P^- \), so (B.16) implies the second identity of the statement (a). Since \( q_{\text{max}} \) is a cycle in \( M_* (f) \) (because \( HM_n(f) \cong H_n(M) \neq 0 \)), (B.16) and (B.17) imply that
\[ \partial x_{q_{\text{max}}}^- = \delta x_{q_{\text{min}}}^+; \]
for some \( \delta \in \mathbb{Z}_2 \) to be determined. Since we are working with \( \mathbb{Z}_2 \) coefficients, a fast way to check that \( \delta = \chi(T^* M) \) is the following. By (b) and (c) the short sequence of chain maps (B.7) is exact, so it produces the long exact sequence (B.8) in homology, where the connecting homomorphism \( \partial_* \) is given by
\[ \partial_* : HM_n(f) \to HM_0(f), \quad [q_{\text{max}}] \mapsto \delta [q_{\text{min}}]. \]
Then the exactness of the sequence (B.8) implies that
\[ HM_{n-1}(h) = \delta \mathbb{Z}_2, \]
but since \( HM_{n-1}(h) = H_{n-1}(S^* M) \), (B.2) implies that \( \delta = \chi(T^* M) \). This concludes the proof of the statement (a) and of the proposition. \( \square \)

**Remark B.2** The results of this appendix can be easily extended to arbitrary sphere bundles over closed manifolds, and to integer coefficients, by assuming orientability. In this case, the fact that the connecting homomorphism in the long exact sequence (B.8) is the cap product by the Euler class of the sphere bundle can be proved by looking at the cellular filtrations produced by the negative gradient flows of \( f \) and \( h \).
References


