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Abstract

The Hartree-Fock eigenvalue problem governed by the 3D integro-differential oper-
ator is the basic model in ab initio electronic structure calculations. Several years ago
the idea to solve the Hartree-Fock equation by fully 3D grid based numerical approach
seemed to be a fantasy, and the tensor-structured methods did not exist. In fact, these
methods evolved during the work on this challenging problem. In this paper, our recent
results on the topic are outlined and the black-box Hartee-Fock solver by tensor numer-
ical methods is presented. The approach is based on the rank-structured calculation of
the core hamiltonian and of the two-electron integrals tensor using the problem adapted
basis functions discretized on n×n×n 3D Cartesian grids. The arising 3D convolution
transforms with the Newton kernel are replaced by a combination of 1D convolutions
and 1D Hadamard and scalar products. The approach allows huge spatial grids, with
n3 ≃ 1015, yielding high resolution at low cost. The two-electron integrals are com-
puted via multiple factorizations. The Laplacian Galerkin matrix can be computed
“on-the-fly“ using the quantized tensor approximation of O(log n) complexity. The
performance of the black-box solver in Matlab implementation is compatible with the
benchmark packages based on the analytical (pre)evaluation of the multidimensional
convolution integrals. We present ab initio Hartree-Fock calculations of the ground
state energy for the amino acid molecules, and of the ”energy bands” for the model
examples of extended (quasi-periodic) systems.

AMS Subject Classification: 65F30, 65F50, 65N35, 65F10
Key words:Hartree-Fock equation, Hartree-Fock solver, tensor-structured numerical meth-
ods, Fock operator, 3D grid-based tensor approximation, two-electron integrals, core Hamil-
tonian, quantized tensor approximation.

1 Introduction

The Hartree-Fock (HF) equation governed by the 3D integro-differential operator is the
basic model in ab initio calculations of the ground state energy and electronic structure of
molecular systems [43, 12]. Only several years ago the idea to solve this problem using a 3D
grid-based fully discrete numerical method seemed to be unfeasible.

∗Max-Planck-Institute for Mathematics in the Sciences, Inselstr. 22-26, D-04103 Leipzig, Germany
(vekh@mis.mpg.de).
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Why is the Hartree-Fock problem so difficult? First, it is a nonlinear eigenvalue problem
(EVP) in a sense, that one should find the solution to the problem when the part of the
governing operator depends on the eigenvectors. This dependence is expressed by the con-
volution of the electron density, which is a function of the solution, with the Newton kernel
in R

3. Also, multiple strong singularities due to nuclear cusps in the electron density of a
molecule impose strong requirements on the accuracy of HF calculations. Finally, the eigen-
values and the ground state energy should be computed with high accuracy to be suitable
for more precise post-Hartree-Fock computations. Thus, the standard numerical approaches
with the grid refinement are not tractable owing to multiple cusps in the electron density,
and because of the cubic scaling of the numerical cost with respect to the grid size.

Beginning from the eighties, chemists developed efficient schemes for the solution of
the Hartree-Fock equation using the analytical calculation of the arising 3D convolution
type integrals, the so-called two-electron integrals (TEI), in the problem adapted naturally
separable Gaussian-type bases [2]. Then the HF problem is solved by self-consistent field
iteration (SCF), using abundance of precomputed data sets, individually adapted for every
molecule [43, 12]. This rigorous approach led to a number of efficient programm packages
which required years of development by large scientific groups [45, 1].

This traditional approach is limited by the choice of the basis in the form of Gaussians,
to enable analytical evaluation of the convolutions with the Newton kernel in R

3 using erf

functions. For molecules with larger atomic numbers, the approximating Gaussians become
sharp, leading to a large condition number of the Galerkin matrix of the EVP. The numerical
treatment of large molecular systems with heavier atoms is still a hard problem.

The idea to replace or assist the analytical computations for the HF problem by a data-
sparse grid-based approach is not new. In particular, the wavelet multiresolution schemes
[11], as well as the sparse grids approach in [49, 17] have been proposed. The entirely
wavelet-based method is successful only for small atomic systems with one or two electrons
[4]. The grid-based numerical method for the HF problem for diatomic molecules proposed
in [42] is not extendable to compact (3D) molecules. The domain decomposion approach to
problems with ”linear geometry” of molecules is discussed in [5]. Important results on the
regularity properties of the wave functions in the Schrödinger equation which forecast the
possibility to reduce the computational complexity in electronic structure calculations, and
motivate the data-sparse approaches to the problem were presented in [48, 49].

The tensor-structured numerical methods, both the name and the concept, appeared
during the work on the 3D grid-based tensor approach to the solution of the Hartree-Fock
problem. In particular, the opportunity to verify the results of the 3D grid-based tensor
approach by comparison with the 3D calculations by analytical methods of high accuracy
using a standard package [44] helped to convince the scientific community [23, 21].

Apparently, the tensor numerical methods began in 2006, when it was proved in [32] that
for a class of function related tensors the Tucker-type1 approximation converges exponen-
tially with respect to the Tucker rank. This gives an opportunity to represent a discretized
multidimensional function (function related tensor) in an algebraically separable form. The

1The Tucker tensor decomposition is since long known in the computer science community. It was used
for example, for finding the amount of correlation in experimental data in chemometrics. The exceptional
approximating properties of the Tucker decomposition for function related tensors are revealed in [32, 33],
promoting its usage as a tool for the treatment of multidimensional problems in numerical analysis.
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canonical-to-Tucker algorithm introduced in [23, 33], for efficient canonical rank reduction
of function related tensors, is a necessary tool in tensor-structured calculations. These al-
gorithms and approximations, as well as the tensor-product convolution developed in [29],
enable tractable numerical treatment of the multivariate functions and operators [23]. The
important ingredient of the multidimensional tensor product convolution is the canonical
tensor approximation to the Newton kernel introduced in [14, 15, 6, 9]. Thus, it became
possible to avoid the cubic scaling of computational work in the numerical treatment of
functions and operators in 3D problems. The tensor-structured numerical methods for the
3D grid-based calculation of the Coulomb and exchange integral operators have been intro-
duced in [23, 21, 22], when it was shown that the 3D convolution integration can be reduced
to tensor calculus based on combinations of 1D convolutions, and 1D Hadamard and scalar
products.

The first ”Multilevel Hartree-Fock Solver” by tensor-structured numerical methods based
on above results was issued in [22, 24]. Using the discretization of the Galerkin basis on
n×n×n (n⊗3 ) 3D Cartesian grids, it employs a ”nonstandard” computational scheme, which
does not require the precomputed TEI. Instead, the 3D convolution integrals (the Coulomb
and exchange operators) are evaluated ”on-the-fly“ by recalculating (updating) them in 1D
complexity at every iteration step on a sequence of refined n⊗3 grids. The accuracy of the
rank-structured calculations, governed by the ε-ranks of the involved tensors is estimated as
O(h2), where h is the step-size of the uniform mesh. This solver, implemented in Matlab and
operating on large 3D grids up to n3 = 163843 provides good results2 for moderate compact
molecules, like H2O, CH4, C2H5OH, see [22].

The tensor-structured approach for the Hartree-Fock problem rests on the grid-based
representation of the Galerkin basis. The ”global” Galerkin basis functions are represented
on a tensor grid by the piece-wise constant “local“ finite elements for convolution integrals
and by the piece-wise linear “local“ elements for the Laplace operator. Due to substitution
of the multidimensional integration by the algebraic 1D operations the choice of the Galerkin
basis is not limited to functions with analytic integrability.

Due to Matlab time consumption for loops in the exchange operator, time performance
of the multilevel tensor-based HF Solver is not compatible with the traditional packages.
However, it was the first step in the development of tensor numerical methods, and a ”proof
of concept“ for their applicability in electronic structure calculations. Besides, these results
promoted spreading and further evolution of the tensor-structured methods in the community
of numerical analysis [10, 38, 7, 34, 31, 3, 36, 28, 8, 16].

Here, we present the (second) ”Black-box Hartee-Fock Solver“ by the tensor numerical
methods which is now compatible in performance with the traditional packages. It follows
the conventional HF computational scheme as in the analytical approach (first compute TEI,
then iteration runs without numerical integrations), but in a ”black box” way: just specify
the coordinates of nuclei of the molecule in a computational box, set the discretized Galerkin
basis using n⊗3 3D Cartesian grids and run the program. But there is a big difference from
the analytical approach – all calculations are 3D grid-based: evaluation of TEI, and of

2In 3D tensor-structured calculations both storage and time scale linearly in 1D size, while the problem
is solved in the volume with the mesh size (and accuracy) corresponding to the grid with n3 entries. The
redundancy of the computer representation of the multidimensional functions and operators is avoided due
to the optimized low rank approximation.
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the core Hamiltonian are performed using the simple grid-based representation of the basis
functions. There is no restriction that basis functions should provide analytic integrability.

In this framework, our results on fully 3D grid-based tensor-structured calculation of
factorized TEI tensor and of the core Hamiltonian are applied [25, 27, 26]. Additionally, for
the core Hamiltonian, we employ the quantized tensor approximation of O(logn) complexity
[30, 31]. For example, the machine accuracy of the Galerkin matrix of the Laplacian for the
water molecule (compared with analytical calculations) is achieved using fine grids with
n3 ≃ 1018 entries, in two minutes in Matlab. The routine size of the 3D grid for TEI
calculations in Matlab on a terminal is of the order of n3 ≃ 1014 (with n = 32768), yielding

fine mesh resolution of the order of h ≃ 10−4
◦

A .
The performance of our black-box solver in Matlab implementation is compatible with the

benchmark quantum chemical packages both in computation time and accuracy. Ab initio HF
calculations for large compact molecules, up to amino acids glycine (C2H5NO2) and alanine
(C3H7NO2), can run on a laptop. For small molecules there is no need of the precomputed
data, the HF calculations can be done completely “on-the-fly“: core Hamiltonian, TEI and
SCF iteration for the nonlinear EVP, altogether take few minutes on a laptop.

The discretized Gaussians are still used as the Galerkin basis, due to simplicity of com-
parison with the Molpro calculations. Development and testing of the optimized general
type bases will be considered in a separate paper. A potential advantage could be the sub-
stitution of the set of steepest core electron Gaussians by a Slater-type functions for every
nonhydrogen nuclei, essentially reducing the number of ”global” basis functions.

The rest of the paper is organized as follows. In §2 we discuss the formulation of the
Hartree-Fock problem and the standard Galerkin scheme for its solution. In §3.1 we show the
discretization of the global Galerkin basis. The tensor-structured method for the 3D Lapla-
cian in O(logn) as well as in O(logn) complexity is considered in §3.2 and §3.3, respectively.
The tensor method for the nuclear potential operator is shown in §3.4. In §3.5 we recall
the tensor-structured method for calculating the two-electron integrals matrix (tensor) in a
factorized form introduced in [25, 27]. The structure of the black-box algorithm is decribed
in §3.6. The numerical results including the calculations of the ground state energy for the
glycine and alanine amino acids and calculation of the ”energy bands” for the model quasi-
periodic extended molecular systems are presented in §4. In Appendix A we briefly recall
that the Hartree-Fock model originates from the electronic Schrödinger equation. Appendix
B presents basic rank-structured tensor formats and operations.

2 The Hartree-Fock equation

The Hartree-Fock model is a well-established procedure for finding the ground state energy
of a molecular system (see Appendix A). Here we consider this problem for the closed shell
systems, where the number of molecular orbitals equals to the number of electron pairs,
Norb = N/2. The Hartree-Fock equation is a nonlinear eigenvalue problem (EVP),

Fϕi(x) = λiϕi(x), x ∈ R
3, (2.1)

with respect to the (orthogonal) molecular orbitals ϕi(x),∫

R3

ϕiϕj = δij, i = 1, ..., Norb, x ∈ R
3,
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and the Fock operator is given by

F = Hc + VH −K. (2.2)

The core Hamiltonian part Hc of the Fock operator consists of the kinetic energy of electrons
and the nuclear potential,

Hc(x) = −
1

2
∆−

M∑

ν=1

Zν

‖x− aν‖
, Zν > 0, x, aν ∈ R

3. (2.3)

Since electron correlation parts of the Fock operator, the Hartree potential,

VH(x) :=

∫

R3

ρ(y)

‖x− y‖
dy, ρ(y) = 2

Norb∑

i=1

(ϕi(y))
2, x ∈ R

3

and the exchange operator

(Kϕ) (x) :=

∫

R3

τ(x, y)

‖x− y‖
ϕ(y)dy, τ(x, y) =

Norb∑

i=1

ϕi(x)ϕi(y), x ∈ R
3

both depend on the solution of the EVP (2.1), the (nonlinear) Hartree-Fock equation is
solved iteratively, by self-consistent field (SCF) iteration [43, 12]. The Hartree-Fock model
is often called a mean-field approximation, in a sense that the energy of every electron in a
molecule is computed with respect to the mean field created by all electrons in a molecular
system, including this electron as well.

The standard Galerkin approach for the numerical solution is based on the expansion of
the molecular orbitals in a Gaussian-type basis, {gµ}1≤µ≤Nb

,

ϕi(x) =

Nb∑

µ=1

ciµgµ(x), i = 1, ..., Norb, x ∈ R
3 (2.4)

which yields the Galerkin system of nonlinear equations for the coefficients matrix C =
{ciµ} ∈ R

Norb×Nb , (and the density matrix D = 2CC∗ ∈ R
Nb×Nb)

F (C)C = SCΛ, Λ = diag(λ1, ..., λNb
), CTSC = INb

(2.5)

where S is the overlap matrix for the chosen Galerkin basis. The Galerkin counterpart of
the Fock operator,

F (C) = H + J(C) +K(C), H = Ag + Vg. (2.6)

includes the parts Ag + Vg corresponding to the core Hamiltonian Hc, and matrices J(C),
K(C), corresponding to the operators VH , K, respectively. The one-electron integrals in
H = {hµν}

Nb

µ,ν=1,

hµν =
1

2

∫

R3

∇gµ · ∇gνdx+

∫

R3

Vc(x)gµgνdx 1 ≤ µ, ν ≤ Nb, (2.7)
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and the so-called two-electron integrals tensor (TEI),

bµνκλ =

∫

R3

∫

R3

gµ(x)gν(x)gκ(y)gλ(y)

‖x− y‖
dxdy, 1 ≤ µ, ν ≤ Nb, x, y ∈ R

3, (2.8)

depend only on choice of the basis functions (2.4) and therefore may be precomputed. The
solution is sought by SCF iteration, using the core Hamiltonian as the initial guess, by
updating the Coulomb

J(C)µν =

Nb∑

κ,λ=1

bµν,κλDκλ, (2.9)

and exchange Galerkin matrices

K(C)µν = −
1

2

Nb∑

κ,λ=1

bµλ,νκDκλ, (2.10)

at every iteration step. The standard DIIS scheme introduced in [39] is used to provide the
convergence of the algorithm. DIIS is based on defining the weights of the previous solutions,
to be used as the initial guess for the current step of iteration.

Then the total energy is computed as

EHF = 2

Norb∑

i=1

λi −

Norb∑

i=1

(
J̃i − K̃i

)
,

where J̃i = (ϕi, VHϕi)L2 = 〈Ci, JCi〉 and K̃i = (ϕi, Kϕi)L2 = 〈Ci, KCi〉, i = 1, ..., Norb, are
the Coulomb and exchange integrals in the basis of orbitals ϕi.

The resulting ground state energy of the molecule for the given geometry of nuclei,
includes the nuclear shift Enuc,

E0 = EHF + Enuc, (2.11)

where

Enuc =
M∑

k=1

M∑

m<k

ZkZm

‖xk − xm‖
(2.12)

is the nuclei repulsion energy.
The above scheme is a well established standart for the ab initio Hartree-Fock calcula-

tions. In the traditional packages in quantum chemistry both the core Hamiltonian, and
the two-electron integrals (2.8) are precomputed analytically in the separable Gaussian-type
basis {gµ}

Nb

µ=1 ∈ R
3.

3 Tensor-structured calculation of the Fock operator.

3.1 Grid representation of the basis

For the tensor-structured calculations using 3D Cartesian grids, the initial EVP is posed
in the finite volume box Ω = [−b, b]3 ∈ R

3 (see Figure 3.1), subject to the homogeneous
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Figure 3.1: The computational box [−b, b]3, routine size is b = 20 au (∼ 10.5
◦

A).

Dirichlet boundary conditions on ∂Ω. For a given discretization parameter n ∈ N, we use
the equidistant n × n × n tensor grid ω3,n = {xi}, i ∈ I := {1, ..., n}3, with the mesh-
size h = 2b/(n + 1). For the set of “global“ separable Galerkin basis functions {gk}1≤k≤Nb

,
k = 1, 2, . . . Nb, we define a set of approximating functions gk := I1gk, k = 1, ..., Nb, by
linear tensor-product interpolation via the set of product ”local” basis functions, {ξi} =
ξi1(x1)ξi2(x2)ξi3(x3), i ∈ I, associated with the respective grid-cells in ω3,n. The local basis
functions are chosen piecewise linear (hat functions) for the Laplace calculations, or piece-
wise constant for calculations of TEI and the nuclear potential Vc. The linear interpolant
I1 = I1 × I1 × I1 is a product of 1D interpolation operators, g

(ℓ)
k = I1g

(ℓ)
k , ℓ = 1, 2, 3, where

I1 : C
0([−b, b]) → Wh := span{ξi}

n
i=1 is defined over the set of (piecewise linear or piece-wise

constant) local basis functions by (I1w)(xℓ) :=
∑N

i=1w(xℓ,i)ξi(xℓ), xi ∈ ω3,N . This leads to
the separable grid-based approximation of the initial basis functions gk(x),

gk(x) ≈ gk(x) =
3∏

ℓ=1

g
(ℓ)
k (xℓ) =

3∏

ℓ=1

N∑

i=1

g
(ℓ)
k (xℓ,i)ξi(xℓ), (3.1)

where the rank-1 coefficients tensor Gk is given by

Gk = G
(1)
k ⊗G

(2)
k ⊗G

(3)
k , (3.2)

with the canonical vectors G
(ℓ)
k = {g

(ℓ)
ki
} ≡ {g

(ℓ)
k (x

(ℓ)
i )}. The discretized Galerkin basis is then

presented in the canonical tensor format,

G =

Nb∑

k=1

Gk =

Nb∑

k=1

G
(1)
k ⊗G

(2)
k ⊗G

(3)
k . (3.3)

Since the tensor-structured calculation of the operators in the HF EVP is reduced to 1D
rank-structured algebraic operations, the size n of the tensor-product grid ω3,n can be chosen
different for separate parts of the Fock operator. For example, the entries of the matrices in
Ag and Vg in (2.6) corresponding to kinetic and nuclear energy parts, can be computed using
different grid sizes n for discretizing the “global” basis functions. The same holds for the
grid size n in tensor calculation of TEI, which can be much smaller than n for both Ag and
Vg, since J and K are the integral operators. Thus, the discretization step-size for the EVP
Galerkin basis is defined only by accuracy needs for the given part of the Fock operator.
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The Galerkin tensor representation of the identity operator leads to the following mass
matrix, S = {skm},

skm =

∫

R3

gk(x)gm(x)dx ≈ 〈Gk,Gm〉, 1 ≤ k,m ≤ Nb.

Next, we present the grid-based calculation of the core Hamiltonian part (2.2),

Hc = −
1

2
∆(3) + Vc,

with respect to the discretized Galerkin basis (3.3).

3.2 3D Laplace operator in 1D complexity

Applied to a separable continuous function g(x) = g(x1)g(x2)g(x3), x = (x1, x2, x3) ∈ R
3,

the Laplace operator takes form

∆g(x) =
d2g(x1)

dx2
1

g(x2)g(x3) +
d2g(x2)

dx2
2

g(x1)g(x3) +
d2g(x3)

dx2
3

g(x1)g(x2).

For a function presented in a Gaussian Galerkin basis {gk(x)}1≤k≤Nb
, x ∈ R

3, the Laplace
operator takes the matrix form Ag ∈ R

Nb×Nb, with the entries

akm = 〈∆gk(x), gm(x)〉, k,m = 1, . . .Nb.

Let us consider the Laplace problem with the Dirichlet boundary conditions, posed in a
volume box [−b, b]3 on n × n × n 3D Cartesian grid. The discrete 3D Laplace operator
∆3 ∈ R

n3×n3

is represented by a tensor of rank 3,

∆3 = ∆
(1)
1 ⊗ I(2) ⊗ I(3) + I(1) ⊗∆

(2)
1 ⊗ I(3) + I(1) ⊗ I(2) ⊗∆

(3)
1 , (3.4)

where ∆
(ℓ)
1 = ∆1 ∈ R

n×n, ℓ = 1, 2, 3, and I(ℓ) ∈ R
n×n is the identity matrix. Here the

one-dimensional discrete Laplacian for the corresponding mode ℓ is

∆1 =
1

h




2 −1 · · · 0 0
−1 2 −1 · · · 0

...
. . .

...
...

0 · · · −1 2 −1
0 0 · · · −1 2



,

where h is the mesh-size of the uniform grid. The exact Galerkin matrix Ag is approximated
using (3.2) and (3.4) as in [26], Ag ≈ AG = {akm}, k,m = 1, . . . Nb with

akm = 〈∆1G
(1)
k , G(1)

m 〉〈G
(2)
k , G(2)

m 〉〈G
(3)
k , G(3)

m 〉 (3.5)

+ 〈G
(1)
k , G(1)

m 〉〈∆1G
(2)
k , G(2)

m 〉〈G
(3)
k , G(3)

m 〉

+ 〈G
(1)
k , G(1)

m 〉〈G
(2)
k , G(2)

m 〉〈∆1G
(3)
k , G(3)

m 〉

= 〈∆3Gk,Gm〉.

The accuracy of this approximation is of order ‖akm − akm‖ = O(h2).
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3.3 3D Laplace operator in O(logn) complexity

The quantized O(logn) approximation for function related vectors and tensors was intro-
duced in [31, 30]. It gives the opportunity to perform calculation of the multidimensional
functions and operators in logarithmic complexity. Here, we use the quantized version of the
Laplace operator introduced in [19]. For ∆3 in (3.4), the rank-2 tensor train representation
[38] is introduced in [19] as

∆3T =
[
∆1 I

]
⊗b

[
I 0
∆1 I

]
⊗b

[
I
∆1

]
, (3.6)

where the sign ⊗b denotes the matrix product of block core matrices, with blocks being
multiplied by means of the tensor product. Suppose that n = 2L, then the quantized
representation of ∆1, takes the form [19]

∆1Q =
[
I J J

]
⊗b



I J J

J
J




⊗b(L−2)

⊗b



2I − J − J

−J
−nJ


 , (3.7)

where L is equal to the number of the virtual dimensions in the quantized format, and

I =

(
1 0
0 1

)
, J =

(
0 1
0 0

)
.

For the discretized representation (3.2) of the basis functions, the entries of the matrix
AG = {akm}, k,m = 1, . . . Nb are calculated as

akm = 〈A3Gk,Gm〉 ≈ 〈∆3QQ
(1)
k ⊗Q

(2)
k ⊗QG

(3)
k , Q(1)

m ⊗Q(2)
m ⊗QG(3)

m 〉, (3.8)

where ∆3Q is obtained by substitution of QTT Laplace representation (3.7) into (3.6), and

Q
(ℓ)
k , ℓ = 1, 2, 3, is the quantized representation of a vector G

(ℓ)
k ∈ R

n.
Numerical results demonstrate weak dependence of the calculation time on the size of the

3D Cartesian grid. Table 3.1 shows the approximation error for the Laplacian err(AG) =
|AMolpro−AG| in Hartree-Fock calculations for water molecule, where AMolpro is the result of
analytical computations with the same Gaussian basis (from Molpro program [44]). Time is
given for Matlab implementation. The line ”RE“ shows the Richardson approximation for
the discrete Laplacian AG computed on two adjacent grids.

3.4 3D nuclear potential operator in 1D complexity

The nuclear potential operator describes the Coulomb interaction of the electrons with the
nuclei,

Vc(x) = −
M∑

ν=1

Zν

‖x− aν‖
, Zν > 0, aν ∈ R

3, (3.9)

where M is the number of nuclei, and aν , Zν , are the respective coordinates and charge
numbers.
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p 15 16 17 18 19 20
n3 = 23p 327673 655353 1310713 2621433 5242873 10485753

err(AG) 0.0027 6.8 · 10−4 1.7 · 10−4 4.2 · 10−5 1.0 · 10−5 2.6 · 10−6

RE - 1.0 · 10−5 8.3 · 10−8 2.6 · 10−9 3.3 · 10−10 0

time (sec) 12.8 17.4 25.7 42.6 77 135

∆a11 49 12 3 0.7 0.19 0.0480
RE - 0.3 0.0014 3.3 · 10−5 3.3 · 10−5 3.3 · 10−5

Table 3.1: 3D grid-based quantized tensor calculations for the water molecule (H2O): ac-
curacy and times versus 3D grid size for the Laplace Galerkin matrix err(AG) calculations
using the discretized basis of Nb = 41 Cartesian Gaussians.

The tensor approximation of the Newton potential in a canonical tensor format with the
rank-RN introduced in [32, 6], is based on the application of the sinc approximation and the
Laplace transform [15], and piecewise constant discretization of the resulting representation
on the equidistant tensor grid ω3,n. Due to the tensor approximation Pc,ν of the Newton
kernel, we represent the nuclear potential for the molecule as a sum of M tensors placed in
the coordinates of nuclei,

Pc =
M∑

ν=1

ZνPc,ν.

Note that for the grid-based representation of the Newton kernel, Pc,ν, the univariate grid
size n can be noticeably smaller than the size of the grid used for the piecewise linear
discretization for the Laplace operator. The entries of the respective part of the Fock matrix,

Figure 3.2: Nuclear potential Pc for the C2H5OH molecule, shown for the cross sections
along x-axis, at the level x = 0.0625 au, and along y-axis, at level y = 1.6 au.

VG = {vkm}, are calculated (approximated) by projection of the Pc ∈ R
n⊗3

to the discretized
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basis functions {gk},

vkm =

∫

R3

Vc(x)gk(x)gm(x)dx ≈ 〈Gk ⊙Gm,Pc〉, 1 ≤ k,m ≤ Nb. (3.10)

Figure 3.2 displays the nuclear potential for the molecule C2H5OH (ethanol) computed in
a box [−b, b]3, with b = 16 au. We show two cross-sections of the 3D function, at the level
x = 0.0625 a.u., and at the permuted function at the level y = −0.3125 au. It is easy
to notice from the left figure that three nonhydrogen atoms with the largest charges (two
Carbon atoms with Z = 6 and one Oxygen atom with Z = 8) are placed on the plane x = 0.
The right figure shows the location close to one of Hydrogen atoms.

The error ε > 0 arising due to the separable approximation of the nuclear potential is
controlled by the rank parameter of the nuclear potential RP = rank(Pc). Now letting
rank(Gm) = Rm implies that each matrix element is to be computed with linear complexity
in n, O(RkRmRP n). The almost exponential convergence of the rank approximation in RP

allows us the choice RP = O(| log ε|).

3.5 Grid-based two-electron integrals

The incomplete Cholesky decomposition [13, 47] of the symmetric, positive definite matrix
B,

B ≈ LLT , L ∈ R
N2

b
×RB , (3.11)

allows us to optimize the Hartree-Fock calculations. Here we briefly recall the scheme in-
troduced in [25, 27] for the 3D grid-based calculation of the two-electron integrals tensor in
this factorized matrix form.

Given the discretized basis functions Gµ, (µ = 1, ..., Nb), we assume, without loss of

generality, that rank(Gµ) = 1, i.e. Gµ = G
(1)
µ ⊗ G

(2)
µ ⊗ G

(3)
µ ∈ R

n×n×n. Let G(ℓ) =[
G

(ℓ)
µ ⊙G

(ℓ)
ν

]
1≤µ,ν≤Nb

∈ R
n×Nb×Nb , ℓ = 1, 2, 3, be the side tensor associated with a product-

basis tensor G = [Gµν ]1≤µ,ν≤Nb
, where Gµν := Gµ ⊙ Gν . Define the respective unfolding

matrices
G(ℓ) = mat(G(ℓ)) ∈ R

n×N2

b , ℓ = 1, 2, 3,

where PN ∈ R
n×n×n is the rank-RN canonical tensor approximating the Newton kernel in

(2.8) [15, 6]. Then, the entries of the 4-th order tensor B = [bµνκλ]
Nb

µνκλ=1 can be evaluated
by bilinear tensor operations as a sequence of (n logn) convolutions, and 1D Hadamard and
scalar products [22, 25]

bµνκλ = 〈Gµν ,PN ∗Gκλ〉n⊗3 . (3.12)

Though, here, the multidimensional integration is reduced to 1D complexity, the direct
tensor-structured evaluation of (3.12) needs a storage size of at least, O(RNN2

b n), which can
be problematic for large Nb of the order of several hundreds and large n ≈ 104. In [25], a
novel method for calculating the TEI is introduced, based on the factorized representation
to the TEI matrix in a redundancy free modified product basis, which essentially decreases
the number of convolution products in (3.12). The RHOSVD-type factorization [23] applied
to the 3D tensor G allows us to represent it in a “squeezed” factorized form based on the
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construction of dominating subspaces in the x-, y- and z- components in the product basis
set.

Using the ε-truncated SVD-based left-orthogonal decomposition of G(ℓ), G(ℓ) ∼= U (ℓ)V (ℓ)T ,
ℓ = 1, 2, 3, with n×Rℓ and N×Rℓ matrices U (ℓ) (orthogonal) and V (ℓ), respectively, we obtain
the so-called left and right redundancy-free (RF) basis sets, U (ℓ), and V (ℓ), respectively. The
ranks of these decompositions can differ significantly for different space variables, depending
on the molecular size and geometry. Numerical experiments show that the Frobenius error
of these rank decompositions decays exponentially in the rank parameter, Rℓ,

‖G(ℓ) − U (ℓ)V (ℓ)T‖F ≤ Ce−γℓRℓ , ℓ = 1, 2, 3.

The direct SVD of rectangular matrices G(ℓ) ∈ R
n×N2

b can be prohibitive even for the mod-
erate size molecules (n ≥ 213, Nb ≥ 200). To get rid of this difficulty, we adapt the five-
step algorithm [27] of the reduced computational and storage costs to compute the low-

rank approximation G(ℓ) ∼= U (ℓ)V (ℓ)T with the guaranteed tolerance ε > 0. It is based on
the sequential application of the truncated Cholesky decomposition to the Gramm matrix

G(ℓ)G(ℓ)T , and the QR decomposition of the resulting factors. Given the rank-Rℓ approxima-

tion G(ℓ) ∼= U (ℓ)V (ℓ)T of the accuracy ε > 0, the redundancy-free factorized ε-approximation
to the matrix B holds [25],

B ∼= Bε :=

RN∑

k=1

⊙3
ℓ=1V

(ℓ)M
(ℓ)
k V (ℓ)T , (3.13)

where V (ℓ) is the corresponding right RF basis, ⊙ denotes the point-wise (Hadamard) product
of matrices, and

M
(ℓ)
k = U (ℓ)T (P

(ℓ)
k ∗n U

(ℓ)) ∈ R
Rℓ×Rℓ , k = 1, ..., RN , (3.14)

stands for the Galerkin convolution matrix on the left RF basis, U (ℓ), ℓ = 1, 2, 3, as described
in the following algorithm.

Then, the TEI matrix is computed by the Cholesky decomposition algorithm, using (3.11)
(as described in details in [25, 27]) where the separation rank RB ≪ N2

b is of order O(Nb).
Thus the tensor-structured approach provides calculation of the two-electron integrals in a
“black-box way“. Computation time depends on the size of the molecule (Nb), and on the
required accuracy, which is defined both by the grid size n3, and by the tolerance error ε. It
is possible to optimize the rank-structured representation of the matrixB, by employing the
QTT-structure in column vectors of L.

Given precomputed tensors Gµν ,Hκλ, in view of (3.12), we calculate the entries of the
Coulomb matrix as

J(D)µν =

Nb∑

κ,λ=1

bµν,κλDκλ =

Nb∑

κ,λ=1

〈Gµν ,Hκλ〉Dκλ. (3.15)

Vectorizing matrices J = vec(J), D = vec(D), we arrive at the simple matrix representation,

J = BD ≈ L(LTD), (3.16)
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which can be easily evaluated taking into account the rank structure of B as well as the
QTT-structure in vectors D and in the column vectors of L.

The straightforward calculation by (3.13) amounts to O(RBN
2
b ) operations where RB is

the ε-rank of B. Our analysis indicates that imposing the QTT-structure of the matrix L
may reduce this cost to O(RBNorbNb).

In tensor calculation of the exchange matrix K(D) the summation is performed over
permuted indices (2.10).

K(D)µν = −
1

2

Nb∑

κ,λ=1

bµλ,νκDκλ = −
1

2

Nb∑

κ,λ=1

〈Gµλ,Hνκ〉Dκλ. (3.17)

Introducing the permuted tensor B̃ = permute(B, [2, 3, 1, 4]), and the respective accompa-

nying matrix B̃ = mat(B̃), we then obtain

vec(K) = K = B̃D. (3.18)

The calculation by (3.18) amounts to O(RBN
3
b ) operations. However, using the rank-Norb

decomposition of D = 2CCT allows us to reduce the cost to O(RBNorbN
2
b ), by the represen-

tation,

K(D)µν = −

Norb∑

i=1

(
∑

LµλCλi)(
∑

LκνCκi)
T , (3.19)

where Lµν = reshape(L, [Nb, Nb, RB]) is the Nb ×Nb × RB-unfolding of the Cholesky factor
L. Figure 3.3 shows the accuracy of grid-based calculations of TEI for glycine molecule.
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Figure 3.3: The quality of TEI calculations can be tested before the EVP, by using the
coefficients for the density matrix from Molpro. Approximation accuracy for the Coulomb
matrix of the Glycine molecule using TEI computed on the grid with n3 = 327683 (left) and
n3 = 655363 (right).
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3.6 Algorithm of the black-box HF solver

Our tensor-based HF solver operates in a black-box way: one should only set the coordinates
and charges of nuclei, give the grid representation of the Galerkin basis and start the program.

For molecules, the charges Zm and coordinates (xm, ym, zm), m = 1, . . . ,M of the nuclei
in a molecule should be fixed. For extended systems one should define the coordinates and
Galerkin basis of an ”initiating atom”, the interval between atoms, and the number of atoms
in direction of each of space variables. At this work, for constructing the Galerkin basis we
apply the rank-1 basis functions given as Gaussians with a table of coefficients for exponents,
polynomial powers and shifts. The appropriate grid sizes should be chosen according to the
required accuracy of calculations. As it was already noted, the grid-size n of the n× n× n
3D Cartesian grid can be chosen different for discretized calculation of the Laplacian, the
nuclear potential operator, and TEI. Larger grids need more time, therefore, there is a playoff
between the required accuracy and calculation time.

Given the coordinates of nuclei and the Galerkin basis, our black-box HF solver performs
implicitly the following computation steps, as shown in Algorithm 1. For small and medium

Algorithm 1 Ab-initio black-box Hartree-Fock solver

Input: size b of the computational box, [−b, b]3,
number M of nuclei in a molecular system,
charges Zm and coordinates of nuclei (xm, ym, zm), m = 1, . . . ,M ,
size n of n× n× n of 3D Cartesian grid,
discrete representation of basis functions (3.3) on tensor grid,
accuracy thresholds for calculating TEI and other integrals,
accuracy threshold ε ≥ 0 to stop iteration,
integer Mopt ≥ 2 for the DIIS scheme.
(1) Compute the nuclear energy shift Enuc, by (2.12).
(2) Compute the Galerkin matrix of the core Hamiltonian, including
AG for the Laplacian (3.8) and VG for the nuclear potential operator (3.10).
(3) Compute mass matrix S for the given basis.
(4) Compute TEI matrix, in a form B = LLT by (3.13), (3.14).
(5) SCF iteration. For iteration k = 1 set matrices J = 0, K = 0.
Start SCF iteration.
Solve the EVP (2.5) with F = 0.5 ∗ AG − VG + J −K,
(If it ≥ Mopt, include the weights from DIIS update.)
Update J , K by computing (3.16) and (3.19).
Compute the ground state energy E0,n,k at current iteration k.
For iteration k, compute difference wi = |ci,k−1 − ci,k|, i = 1, . . . , Norb,
of the parts of the row vectors in FC, ci = {aj}

Nb

j=Norb
.

Compute the weights for DIIS scheme.
If ‖wi‖∞ ≥ ε, i = 1, . . . , Norb continue iteration.
(6) (optionally) MP2 correction EMP2 by factorizations introduced in [27].
Output: Ground state energy E0,n, set of occupied orbitals, etc.

size molecules the program works in one run from the first step to the end of SCF iteration,
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using 3D Cartesian grids up to n3 = 1310723. Computation time is usually equal to several
minutes in Matlab. For larger molecules (amino acids) accurate calculations with the grid
exceeding n3 = 655363 need a separate run for TEI, requiring 2-3 hours of Matlab calcula-
tions. Time for TEI depends largely more on the number of basis functions, than on the size
of the grid. The grid size is defined by the available storage of the computer: the storage
demand for the first step in TEI calculations (factorization of side matrices G(ℓ) ∈ R

n×N2

b ,
ℓ = 1, 2, 3, see Appendix in [27]), is O(3nN2

b ), while for the second step of TEI (Cholesky
decomposition of matrix B) it is approximately O(N3

b ).

4 Numerical simulations

Numerical simulations are performed in Matlab on an 8 AMD Opteron Dual-Core / 2800
computer cluster. The molecule is considered in a computational box, [−b, b]3, with b = 20

au (≈ 10.6
◦

A). In TEI calculations we use the uniform mesh sizes up to finest level with

h = 2.5 · 10−4, cooresponding to approximately 1.3 · 10−4
◦

A. For the core Hamiltonian finer

grids are required, with the mesh size h = 3.5 · 10−5 au (∼ 1.8 · 10−5
◦

A). These correspond
to 3D Cartesian grids with n3 = 655353 and n3 = 10485763 entries, correspondingly.

Figure 4.1: The largest molecules considered in this paper, amino acids glycine C2H5NO2

(left) and alanine C3H7NO2 (right). The ball-stick picture of molecules is generated by the
MOLDEN program [41]).

4.1 Ab initio ground state energy calculations for compact

molecules

In this section, we present calculations of the ground state energy for several compact
molecules (see Figure 4.1). For convenient comparison of the results with the Molpro pro-
gram, the same Gaussian basis sets are used, represented on the grid, as discussed in §3.1.

Table 4.1 presents the error in ground state energy er(E0) = E0,n − E0,Molpro versus the
mesh size of the grid for calculating TEI, h for glycine molecule. The error of grid-based
calculations does not change beginning with the grid size 655353, remaining at the order of
10−4 hartree.
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p 13 15 16 17
n3 = 23p 81923 327673 655353 1310723

h 0.0039 9.7 · 10−4 4.9 · 10−4 2.5 · 10−4

E0,n −282.8679 −282.8655 −282.8654 −282.8653

er(E0) 0.0024 3.5 · 10−4 2.2 · 10−4 2.2 · 10−4

Table 4.1: Glycine, basis of 170 Gaussians (cc-pVDZ): error in ground state energy versus
the mesh size h. Molpro result E0,Molpro = −282.8651.

Figures 4.2–4.3 show convergence of the SCF iterations for glycine (Nb = 170) and
alanine (Nb = 211) molecules, using the factorized representation of TEI computed on the
grids with n3 = 1310723 and n3 = 327683, respectively. The green line shows convergence of
the residual, computed as the difference of the eigenvectors from two consequent iterations.
The blue line presents the difference between the lowest eigenvector computed by the grid-
based solver with the same eigenvalue from Molpro calculations, ∆λ1 = |λ1,Molpro − λ1,n|.
The red line is the difference in ground state energy with the Molpro calculations when
using the same basis functions. Note that the error of the grid-based calculations for these
molecules does not change beginning from the grid size with n = 32768, remaining at the
order of 10−4 hartree.
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Figure 4.2: Left: SCF iterations history for the glycine molecule (Nb = 170), using TEI
factorisation on the grid n⊗3 = 1310723. Right: Calculations with n = 65536: E0,n (red)
versus iteration step (30 + it), black line corresponds to E0,Molpro for the same Gauusian
basis.

Figure 4.4 shows the results for H2O molecule, where the figure in the center shows the
convergence of the ground state energy versus the iteration number, and the figure on the
right displays the computed grid based ground state energy versus 30 + k iterations. The
black line shows the E0 from Molpro for the same basis.

Figure 4.5 presents the last 30 + k iterations on convergence of the ground state energy.
Red, green and blue lines correspond to grids n3 = 327683, 655363 and 1310723, respectively.
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Figure 4.3: Left: SCF iteration for alanine molecule (Nb = 211), with TEI computed on
the grid n⊗3 = 327683. Right: red line shows E0,n versus iteration step (30 + it), black line
corresponds to E0,Molpro for the same basis cc-pVDZ of 211 Gaussians.
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Figure 4.4: The H2O molecule. Left: convergence for the residual (green), and the errors for
the lowest eigenvalue (blue), and the ground state energy (red). Center: convergence of the
ground state energy versus the iteration number. Right figure: computed E0 versus 30 + k
iterations. Black line is E0,Molpro from Molpro.
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Figure 4.5: Left: molecule H2O2, convergence of grid-based E0,n after 30+k iterations. Black
line shows the Molpro result for the same basis.
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4.2 Black-box HF calculations for model extended systems

For modeling the extended systems, we construct an artificial crystall-like structure by using
a single atom as an initiating block, and multiply translating it at equal intervals d1, d2, d3,
for each of three spacial directions, x, y, and z, respectively. Thus a 3D lattice of size
m1 × m2 × m3, is assembled, where m1, m2, m3 are the number of atoms in the spatial
directions x, y, and z, as shown in Figure 4.6.

x

y

z

A
o

1.5

Figure 4.6: The periodic structure of the size 4.5 × 4.5 × 1.5
◦

A
3

in the computational box

[−b, b]3, with b = 16 au (∼ 8.5
◦

A) .

Several basis functions (at present stage, Gaussians) taken for a single atom as the
“initialization basis” are duplicated for the lattice atoms, thus creating the basis set for the
whole molecular system.

As a model problem we construct the artificial structures using the Hydrogen atoms, in
a form of the 16× 2, 8× 4, and 8× 8 slabs and a crystall-like structure of 4× 4× 2 H atoms.

As the “initiating“ building block a Hydrogen molecule H2 is used with the distance

between atoms equal to 1.5
◦

A. Then for a network constructed as described above, one can
start the black-box solver. For the Hydrogen-based lattice construction the ground state
energy is computed ”on-the-fly“, calculations for TEI and Fock operator are done in one
run. Figure 4.7 shows the slices of the nuclear potential calculated for the slab with 8×8×1
Hydrogen atoms. The decay of the total nuclear potential is shown on the comparison of
the planes corresponding to levels z = 0 and z = 0.75 au.

Figure 4.7: Decay of the nuclear potential for 8× 8× 1 cluster of H atoms.
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Figures 4.8 show the negative part of the spectra (each line standing for an eigenvalue)
resulting from the HF calculations for the slabs with the sizes 16× 2 × 1 and 8× 4 × 1. It
is easy to notice that the spectra for slabs 16× 2× 1 and 8× 4× 1 are similar.
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Figure 4.8: The negative part of spectra λi for the model systems of the size 16 × 2 and
8× 4.

5 Conclusions

We present the 3D grid-based black-box solver for the Hartree-Fock equation, which is com-
patible in performance with established quantum chemical packages based on analytical in-
tegration in R

3. The numerical results show successful application of this solver in ab initio

electronic structure calculations for large compact molecules and model extended systems.
Tensor Hartree Fock calculations do not have special requirements on the positions of

nuclei on the 3D grid, the nuclei in the investigated molecular systems may have an arbitrary
position in (x, y, z)-coordinates in the computational box. There is no need of the additional
precomputed data. Due to the tensor-structured methods, complexity of the computations
on n× n× n 3D Cartesian grids is of the order of O(n logn) for the TEI convolutions, and
of O(n) to O(logn) in calculation of the 3D Laplace and the nuclear potential operators.

Our approach gives the opportunity to compute the TEI tensor and the Fock operator
“on the fly“, in the case of multiply varying and rather general basis sets specified by their
grid representation. Due to affording an easy change of bases, this solver can be applicable
in the potential energy surface calculations in molecular dynamics,

The tensor-structured black-box HF solver can be further used for the numerical solution
of the Hartree-Fock equation for the arbitrary molecular geometry or extended structures in
a black-box way: just insert the coordinates of atoms and the discretized basis and start the
program.

Currently, it is successfully applied to investigate the stretched systems of atomic chains
and crystall-like 2D and 3D structures of Hydrogen atoms. Thus, the tensor numerical
methods in electronic structure calculations, developed initially for single compact molecules,
can be extended to periodic and quasi-periodic systems.
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6 Appendix A. Electronic Schrödinger equation

The Hartree-Fock model originates from the electronic Schrödinger equation,

HΨ = EΨ, (6.1)

with the Hamiltonian

He = −
1

2

N∑

i=1

∆i +

N∑

i=1

M∑

A=1

ZA

xi − xA

+

N∑

i,j=1

i 6=j

1

|xi − xj |
, xA ∈ N, xi, xj ∈ R

3, (6.2)

which describes the energy of a molecular system in the framework of the so-called Born-
Oppenheimer approximation, implying a system with clapped nuclei. Since the nuclei are
much heavier than electrons, and their motion is much slower, the nuclei and electronic
parts of the energy can be considered separately. Thus, the electronic Schrödinger equation
specifies the energy of a molecular system at a fixed nuclear geometry. The Hamiltonian
(6.2) includes the kinetic energy of electrons, the potential energy of the interaction between
nuclei and electrons, and the electron correlation energy. Here M is the number of nuclei, ZA

are nuclei charges and N is the number of electrons in a molecule. The electronic Schrödinger
equation is a multidimensional problem in R

3N , and it is unsolvable except for the Hydrogen
or Hydrogen-like atoms.

The Hartree-Fock equation, which can be solved numerically since it is a 3D problem in
space variables, is obtained as a result of the minimization of the energy functional for the
electronic Schrödinger equation [43, 12]. The underlying condition for the wavefunction is,
that it should be a single Slater determinant containing the products of electronic orbitals.
For fermions the wavefunction Ψ should be antisymmetric, therefore it is parametrized using
a Slater determinant approximation,

Ψ =
1

N !

∣∣∣∣∣∣∣∣

ϕ1(x1) ϕ2(x1) . . . ϕN (x1)
ϕ1(x2) ϕ2(x2) . . . ϕN (x2)
· · · · · · · · · · · ·

ϕ1(xN ) ϕ2(xN ) . . . ϕN(xN)

∣∣∣∣∣∣∣∣
,

where ϕi(xj) are the one-electron wavefunctions, i, j = 1, . . .N . We refer to literature on
electronic structure calculations for the derivation of the Hartree-Fock equation [43, 12].

7 Appendix B. Basic tensor formats and operations

A tensor of order d, a multidimensional array given by a d-tuple index set,

A = [ai1,...,id] ∈ R
n1×...×nd,

is an element of a linear vector space equipped with the Euclidean scalar product. A tensor
with equal sizes nℓ = n, ℓ = 1, . . . d, is called an n⊗d tensor. The required storage size scales
exponentially in the dimension, nd, (the so-called ”curse of dimensionality“).
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To get rid of exponential scaling in the dimension, one can apply the rank-structured
representations of multidimensional tensors [35]. The rank-1 canonical tensor,

A = u(1) ⊗ ...⊗ u(d) ∈ R
n1×...×nd with entries ui1,...id = u

(1)
i1

· · · u
(d)
id
,

requires only dn numbers to store it. A tensor in the R-term canonical format is defined as

A =

R∑

k=1

cku
(1)
k ⊗ . . .⊗ u

(d)
k , ck ∈ R, (7.1)

where u
(ℓ)
k are normalized vectors, and R is called the canonical rank of a tensor. The tensor

in the rank-r Tucker format, with the rank r = (r1, ..., rd), is defined as

A =
∑r1

ν1=1
. . .

∑rd

νd=1
βν1,...,νd v

(1)
ν1

⊗ . . .⊗ v(d)νd
, ℓ = 1, . . . , d

with the set of orthonormal vectors v
(ℓ)
νℓ ∈ R

nℓ , and the core tensor β = [βν1,...,νd]. For tensors
originating from discretization of functions, we have rℓ ≪ n, as it was proved for some classes
of function related tensor in [32]. Rank-structured tensor representation provides fast multi-
linear algebra with linear complexity scaling in the dimension d. For given canonical tensors
A1, A2, the Euclidean scalar product can be computed by

〈A1,A2〉 :=

R1∑

k=1

R2∑

m=1

ckbm

d∏

ℓ=1

〈
u
(ℓ)
k , v(ℓ)m

〉
,

at the expense O(dnR1R2). The Hadamard product of tensors A1,A2 given in the canonical
format (7.1) is calculated in O(dnR1R2) operations by

A1 ⊙A2 :=

R1∑

k=1

R2∑

m=1

ckbm

(
u
(1)
k ⊙ v(1)m

)
⊗ . . .⊗

(
u
(d)
k ⊙ v(d)m

)
.

In electronic structure calculations, the 3D convolution transform with the Newton kernel,
1

‖x−y‖ , is the most computationally expensive operation. The tensor method to compute

convolution over large n× n× n Cartesian grids in O(n logn) complexity was introduced in
[29]. Given canonical tensors A1, A2 in a form (7.1), their convolution product is represented
by the sum of tensor products of 1D convolutions,

A1 ∗A2 =

R1∑

k=1

R2∑

m=1

ckbm

(
u
(1)
k ∗ v(1)m

)
⊗
(
u
(2)
k ∗ v(2)m

)
⊗

(
u
(3)
k ∗ v(3)m

)
, (7.2)

where u
(ℓ)
k ∗ v

(ℓ)
m is the convolution product of n-vectors. The cost of tensor convolution

in both storage and time is estimated by O(R1R2n logn). It considerably outperforms the
conventional 3D FFT-based algorithm of complexity O(n3 log n) [23].

In tensor-structured numerical methods the calculation of the 3D convolution integrals is
replaced by a sequence of 1D scalar and Hadamard products, and 1D convolution transforms
[23, 22]. However, the rank-structured operations lead to increasing of tensor ranks which

21



can be reduced by the canonical-to-Tucker and Tucker-to-canonical algorithms introduced
in [33, 23, 22].

For problems in higher dimensions, the rank-structured tensor representation of functions
in tensor train (TT) format was introduced in [38]. In physics it was known earlier as the
matrix-product states (MPS) format [46]. An entry of a d-dimensional tensor in this format
is given by

a(i1, i2, . . . , id) = A
(1)
i1
A

(2)
i2

. . . A
(d)
id
, (7.3)

where each A
(k)
ik

= G(k)(αk−1, ik, αk) is rk−1× rk matrix depending on ik with the convention
r0 = rd = 1. Storage needs for n⊗d TT tensor equals to O(dr2n), r = max rk. The algebraic
operations on TT tensors can be implemented with linear complexity scaling in n and d.

The O(d logn)-quantics approximation method for vectors was introduced by Boris
Khoromskij [30, 31] in 2009. It provides a compressed quantized (QTT) representation
of function-related vectors and and rank-structured tensors, with logarithmic scaling of
storage. The QTT representation of functional vectors of size n = 2L needs only

2 · L · k2 ≪ 2L

numbers, where k is the QTT-rank, thus providing logarithmic reduction of storage and
computational complexity.

In [30, 31] it is proven that the rank k in the QTT approximation is a small constant for
a wide class of discretized functions: k = 1 for complex exponents; k = 2 for trigonometric
functions and for Chebyshev polynomial on Chebyshev-Gauss-Lobatto grid; k ≤ m + 1 for
polynomials of degree m; k is a small constant for wavelet basis functions; etc.

The QTT approximation method allows us to represent a class of matrices in low QTT
rank format [19], and enables the multidimensional FFT and convolution transforms with
logarithmic complexity scaling, O(logn), see [7, 20].
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